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Preface

I started my career as an antenna engineer in the mobile phone industry during the early 2000s. Despite over 10 years of researching electromagnetic topics, I felt that I lacked a lot of important aspects of a good antenna engineer, and there was no book available to provide all the necessary information. It took me several years to collect bits and pieces by learning from different sources. Since then, I have worked on both sides of the antenna business, as a vendor when I was with Amphenol Inc.; and then as a client when I was with Nokia Inc. and Apple Inc. My job also changed back and forth between antenna engineer and engineering manager. The experience gave me an opportunity to view antenna design from various angles.

This book presents most of the issues that directly concern mobile antenna design, what I have learned and many ideas I accumulated during the years. I hope this book can help students who want to pursue a career as an antenna engineer in the wireless communication industry. Another goal of this book is to provide a shortcut for electronic engineers who do not know a lot about antennas but want to design some simple antennas without the hassle of learning from various sources. For antenna engineers already working in the field, the challenge facing them is how to squeeze an antenna into a smaller enclosure and still meet all the bandwidth, multi-band, and efficiency specifications. This book provides various advanced antenna design techniques, which should be useful to most intermediate antenna engineers.

Zhijun Zhang
Tsinghua University, China
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Introduction

The twenty-first century is the wireless century. In the near future, it is very likely that most electronic devices will include some wireless functionality. If we look at the job market, known brands which seem have nothing to do with antennas, such as Microsoft, Google, Amazon, and so on, are all recruiting engineers with antenna knowledge. On the other hand, there are not that many antenna engineers out there. The root cause of the shortage of antenna engineers can be traced all the way back to the university. The cornerstone of antenna engineering is electromagnetics (EM), which is a quite abstract class and involves a lot of mathematics. The world unveiled by electromagnetics is a four-dimensional one, which includes three spatial dimensions and one temporal dimension. To most students, the many new concepts introduced in the class are counterintuitive and confusing. As a logical consequence of natural selection, the EM major is removed by most students from their list of favorites.

People like to think of antennas as a black box of magic. The explanations given by antenna engineers are always so vague and it seems that they never give people a definitive answer. It is easy to come to the conclusion that even designing a simple antenna requires years of experience. The truth is that if there were an appropriate book which presented all the required information, most electronic engineers who have studied some electromagnetic theory in university could design antennas. You do not need any mathematics to design an antenna. What you need is an understanding of how an antenna works. Of course, if you want to be an exceptional antenna engineer and design antennas with extreme constraints, a solid knowledge of EM theory and years of experience are still necessary.

This book provides a comprehensive discussion of the state-of-the-art technologies of antenna design for mobile communications. The book covers all the important aspects an engineer might need when designing an antenna, which includes how to make a fixture, how to design various antennas, how to optimize match circuits and carry out different measurements.
This book has six chapters and they are arranged as follows:

Chapter 1 provides an overview of most antenna design technologies used in mobile devices. Before anyone starts to design an antenna, it is very helpful for him or her to understand: (1) what can be done?; and (2) what kind of freedom do we have? Both topics will be briefly discussed here.

Chapter 2 describes different matching techniques used in antenna design. In real-world engineering, antenna matching circuits are widely used, probably in at least half of all devices. The popularity of the matching network is due to two reasons: (1) it gives the engineer more freedom, one more parameter to play with when making design trade-offs; and (2) the value change of a matching component is quite a quick process, which can be a last-minute change. On the other hand, an antenna modification needs at least several days of lead time. This chapter discusses single band matching, multi-band matching, and advanced matching techniques. Complementary software written by the author will be provided to provide practice matching techniques (see the web address on the back cover).

Chapter 3 introduces different external antennas, including both stubby and whip-stubby antennas. The external antenna used to dominate the cell phone antenna design. The market share of external antenna has been consistently decreasing in the past decade, but it is still a very important antenna configuration. With the adoption of MIMO (multiple-input and multiple-output) technology in handsets, the external antenna might see its renaissance in the near future. Many basic techniques used in external antennas, such as multi-mode-single-radiator, multi-band antennas, and multi-radiator multi-band antennas, are also used in internal antennas.

Chapter 4 introduces different internal antennas. The internal antenna is the current fashion. Under the internal antenna category there are several different concepts, such as folded monopole, IFA/PIFA, loop, and ceramic antenna. All of these will be discussed in this chapter.

Chapter 5 introduces important issues related to engineering antenna measurement. Besides the passive antenna measurement, which is familiar to most electronic engineers, active measurement will also be discussed. Some details, which are key to accurate measurement, such as how to make fixtures and use a choke, will all be covered in this chapter. Various antenna measurements in the production line are also covered in this chapter.

Chapter 6 is about the various regulations which are important to antenna engineers. These can be split into three topics: (1) Specific Absorption Rate (SAR), which is about the radiation to the head and body; (2) Hearing Aid Compatibility (HAC), which is about electromagnetic compatibility with hearing aids; and (3) Electromagnetic Compatibility (EMC), which is about the electromagnetic compatibility with other devices.

It is recommended that the book is read in its entirety. However, for engineers who only want to design a single band antenna in the shortest time possible, Sections 4.1 and 5.1 will provide enough knowledge to kick-start a simple antenna project.
1.1 The Evolution of Mobile Antennas

There is some argument about who invented the first mobile communication system, because for some people mobile communication also means vehicle communication. However, when referring to the first commercial handheld cellular phone, the answer is Motorola DynaTAC 8000X [1], without any doubt, which was introduced in 1983, as shown in Figure 1.1.

The antenna installed on a DynaTAC 8000X is a sleeve dipole antenna [2], which now is an obsolete design in the mobile phone industry but still widely adopted by various wireless LAN access points, such as the one shown in Figure 1.2. Sleeve dipoles are the best performing antenna ever installed on any cellular phone, however, this is also the largest cellular phone antenna. The length of a sleeve dipole is about half the wavelength at its working frequency. At 850 MHz, the antenna itself needs a length of 176 mm. At the dawn of the personal mobile communication era, those dimensions look quite reasonable when compared to a

Figure 1.1  Sleeve dipole antenna on a Motorola DynaTAC 8000X (1983) (Reproduced with permission from Motorola, Inc. All rights reserved.)
vintage cellular phone. For instance, the dimensions of a DynaTAC 8000X are 330 mm × 44 mm × 89 mm, without the antenna.

With the significant improvement in cellular technology and the aggressive shrinkage of the size of phones, soon the size of a sleeve dipole was no longer proportional to the phone. Unlike dipole antennas, a monopole antenna [3] on a ground plane has only a length of a quarter of a wavelength, which is 88 mm at 850 MHz. Shown in Figure 1.3 is a Motorola MicroTAC 9800X sitting on a charger. The phone is a flip phone and has a microphone located inside the flip. The thin wire on the top of the phone is a monopole whip antenna.

A sleeve dipole, such as the one shown in Figure 1.1, has an integrated choke which retains most radiation current within the antenna, thus the antenna is insulated from the phone and also from a user’s hand on the phone. However, a monopole antenna must use the metal inside a phone as part of the antenna’s radiating structure. Some portion of radiating current must flow over the phone. Putting one’s hand on the phone absorbs some energy and thus decreases the overall antenna performance. Although the performance of a whip monopole antenna is inferior to a sleeve dipole, it is still better than all other members of the family of cellular phone antennas. The whip antenna is the second largest one in the family.

In fact, the antenna used on the MicroTAC 9800X is a retractable antenna. A retractable antenna is a combination of a whip antenna and a helix stubby antenna.
When the antenna is extended, it functions as a whip monopole and provides good performance. When the antenna is retracted, it functions as a stubby antenna and still has acceptable performance. The retractable antenna has the best of both worlds, as it is a low profile solution and is still capable of providing good performance when needed.

Obviously, the mechanical structure of a retractable antenna is quite complex, as it involves moving parts and multiple radiators. A stubby antenna, as shown in Figure 1.4, eliminates the whip in a retractable antenna. From the performance point of view, a stubby antenna is not as good as a retractable one. However, stubby antennas dominated the cellular phone market at the end of the last century. The reason for the wide adoption of stubby antennas is the significant improvement in cellular networks. As the number of mobile phone users exploded, the density of base stations also increased dramatically. That means the distance from any user to the nearest base station is much shorter than previously. As the path loss between a cellular phone and a base station tower is directly proportional to the distance between them, a shorter distance means less strain on the antenna’s performance. Inside a stubby antenna, the metal radiator can be a helix made of metal wire, a meander-line made of flexible printed circuit board, or a sheet metal stamping part.

The next antenna to enter the market was the internal antenna. The phone shown in Figure 1.5 is not the first phone to adopt an internal antenna, however, it is one of
Figure 1.4  Stubby antenna on a Nokia 5110 (1998) (Reproduced with permission from Nokia, Inc.)

Figure 1.5  Internal antenna on a Nokia 3210 (1999) (Reproduced with permission from Nokia, Inc.)
the most successful phones with an internal antenna. Nokia sold approximately 160 million Nokia 3210 during the phone’s whole life span. When tested in free space or next to a phantom head, an internal antenna can achieve a similar performance to a stubby antenna. In everyday use, internal antennas are more vulnerable to hand blockage by the user. It is quite a natural gesture for a user to put his or her fingers on top of the antenna and bring the speaker closer to his or her ear.

From the mechanical point of view, the internal antenna is better than the external antenna, as it eliminates the through hole and mating features necessary to accommodate an external antenna. A phone with an internal antenna normally has better performance in drop tests, wearing tests, and various other mechanical tests. Because an internal antenna is totally concealed in the phone, the phone user has little chance to abuse it. Some people have a habit of playing with the item in their hand when they are sitting in meetings or are idle in front of their desks. I have seen some colleagues unconsciously extend and retract their antenna’s whip hundred of times in a single meeting.

All traditional internal antennas are located on the upper part of a phone. In a normal talking position, the distance between the top internal antenna and the user’s head is quite small. To eliminate the influence of a user’s head on the antenna’s performance and also decrease the harmful radiation emitted toward the head, a ground layer must be placed beneath the antenna to increase isolation between the user’s head and the antenna. However, the ground layer decreases an antenna’s bandwidth. To compensate, the antenna size must be increased. The Motorola Razor V3 was the first phone to adopt a bottom internal antenna. It was a brave act. According to the conventional wisdom of that time, an antenna in the bottom would be held in the center of a user’s palm; a bottom antenna might have good performance in the lab but could not provide acceptable performance in real use. That conventional wisdom was proved wrong by the Motorola V3. The Motorola V3 has become another legend in cellular phone history. It sold more than 110 million. By relocating the antenna to the bottom, the antenna is away from the head. The ground layer, which is required by top internal antennas, can be eliminated. Furthermore, the antenna’s thickness and volume can both be significantly decreased, as shown in Figure 1.6. The Motorola V3 was the slimmest phone when it was released. Since then, many slim phones have adopted bottom internal antennas, and most big players in the cellular phone market have their own versions of bottom antenna phones. The new wisdom is that whenever you need to design a slim phone, it is better to put the antenna on the bottom.

Thousands of models of cell phones have hit the streets since 1983. It is almost impossible to list them all. To get more comprehensive information, the Internet is a good resource. Some posts [4] show chronicles of cellular phones. Some web sites [5] are dedicated to the phones’ news. For more detailed information about certain phones, which are sold in the United States, go to the FCC web site [6].
1.2 How to Quantitatively Evaluate an Antenna

After designing an antenna, we cannot say whether it is good or bad by simply looking at it. We must find a way to quantitatively evaluate it. In cellular antenna’s designs, the frequently used parameters are the reflection coefficient, the voltage standing wave ratio (VSWR), efficiency, gain, and bandwidth. The contents of this section are only a brief review of frequently used parameters. More comprehensive materials and detailed deductions can be found in some classical textbooks [3, 7, 8, 9, 10].

From the circuit point of view, an antenna is a single port device. A transmission line can be used to feed the antenna, as shown in Figure 1.7. An input signal takes the form of an incident wave traveling along the transmission line. It flows from the signal source toward the antenna. Assuming the amplitude of the incident wave is $V_{\text{incident}}$. At the antenna port, some of the energy carried by the incident wave is radiated by the antenna. In the meantime, the residual energy is reflected at the port and travels back along the transmission line. The amplitude of the reflected wave is $V_{\text{reflected}}$.

The reflection coefficient is given by:

$$\Gamma = \frac{V_{\text{reflected}}}{V_{\text{incident}}}$$  \hspace{1cm} (1.1)

Clearly, all the reflected energy will be wasted. When designing an antenna, our goal is to minimize the reflection at the antenna port. A perfectly matched antenna can
radiate all energy, thus its reflection coefficient is 0. When a device reflects all the energy back, its reflection coefficient is 1.

In microwave theory, the S-parameter matrix is used to quantitatively describe a multi-port network. The S stands for scattering. A one-port network is a special type of multi-port networks, its S-matrix degenerates to a single element, $S_{11}$. For an antenna, the definition of $S_{11}$ is identical to the reflection coefficient.

\[
S_{11} = \Gamma \tag{1.2}
\]

In engineering, the $S_{11}$ is often used in the decibel (dB) scale.

\[
S_{11}(dB) = 20 \log_{10}(|S_{11}|) \tag{1.3}
\]

The $S_{11}$ is defined by the ratio of the voltages of incident and reflected wave; while the $S_{11}(dB)$ is defined by the incident and reflected power. That is the reason why the coefficient in Equation (1.3) is 20. As the $|S_{11}|$ of any antenna is a value less than 1, the $S_{11}(dB)$ is always a negative value. The absolute value of $S_{11}(dB)$ is called the return loss (RL):

\[
RL = |S_{11}(dB)| \tag{1.4}
\]

Although the definitions of $\Gamma$, $S_{11}$, $S_{11}(dB)$, and the return loss are somehow different, they are all deduced from the incident wave and the reflected wave. The other commonly used parameter, voltage standing wave ratio (VSWR), is directly defined by the standing wave formed by the superposition of the incident and reflected waves.

\[
VSWR = \frac{|V_{\text{max}}|}{|V_{\text{min}}|} \tag{1.5}
\]
The VSWR is the ratio of the amplitude of a partial standing wave at an antinode (maximum voltage) to the amplitude at an adjacent node (minimum voltage), in an electrical transmission line. Although the VSWR’s physical meaning might seem less straightforward than $\Gamma$, the VSWR is the only parameter that could be easily measured when the microwave and antenna technology was still in its infancy. Today, the VSWR is still widely used, especially in the antenna business. The correct format of VSWR is $X:1$, such as $2:1$, $3:1$, and so on. A VSWR $2:1$ means the maximum voltage is twice as much as the minimum voltage.

As the $V_{\text{max}}$ and $V_{\text{min}}$ are formed when the incident and reflected waves are constructively and destructively superimposed respectively, Equation (1.5) can be rewritten as:

$$VSWR = \frac{|V_{\text{incident}}| + |V_{\text{reflected}}|}{|V_{\text{incident}}| - |V_{\text{reflected}}|} = 1 + \frac{|V_{\text{reflected}}|}{|V_{\text{incident}}|} = 1 + |\Gamma|$$

(1.6)

The relation between VSWR and $\Gamma$, or return loss, is a one-to-one correspondence. The return loss of $10\text{dB}$ is a commonly used specification for antennas. The corresponding VSWR is approximately $2:1$.

Bandwidth is another important parameter used to describe antennas. Whenever we give an antenna’s bandwidth, we must give the criteria that define the bandwidth. As shown in Figure 1.8, the antenna has a $-10\text{ dB}$ bandwidth of $70\text{ MHz}$. However, you can also claim that the antenna’s bandwidth is $132\text{ MHz}$, if one uses $-6\text{ dB}$ as the criteria. Different companies might use different criteria to measure their antennas, it is our responsibility to pay a little more attention to the details.

![Figure 1.8 Defining an antenna’s bandwidth](image.png)
A well-matched antenna does not necessarily mean it is a good antenna. Efficiency is the parameter which tells us how well an antenna can radiate. The efficiency is given by:

\[
\text{Efficiency} = \frac{P_{\text{radiated}}}{P_{\text{total available}}} \tag{1.7}
\]

Where the \(P_{\text{radiated}}\) is all the power radiated, the \(P_{\text{total available}}\) is the total available power from the signal source. Efficiency is a value between 0 and 1. In the antenna business, the efficiency in dB is also commonly used.

\[
\text{Efficiency (dB)} = 10 \log_{10} (\text{Efficiency}) \tag{1.8}
\]

A dB-efficiency of \(-3\)dB means 0.5 or 50% efficiency in the linear scale, which is still pretty good value for real antennas.

In the cellular antenna’s world, the gain is not an important parameter, because it is mostly decided by the position in which an antenna is installed and the size of the grounding structure. The antenna element itself does not have too much to do with deciding the gain. The commonly used units for gain measurements are dBi, dBd, and dBic. These are normalized to isotropic linear polarized antenna, dipole antenna, and isotropic circular polarized antenna respectively. More information about gain can be found in Chapter 5.

1.3 The Limits of Antenna Designs

As antenna engineers, we are under consistent pressure to shrink the size of the antennas and still provide better performance. There is an elegant art to communicating with team members and managers from other disciplines when explaining that a limit in antenna design does exist. For each kind of antenna there is a boundary, which regulates an antenna’s size and its performance. As a new engineer, the easiest way to get a feeling for that boundary is by measuring various phones designed by different companies. Also a much quicker way to learn new design techniques is by reverse engineering using existing antennas on the market.

In 1948, L. J. Chu published a paper [11] which quantified the relationship between the lower boundary for the radiation quality Q of an electrically small antenna and its physical size relative to the wavelength. This lower boundary is now known as the “Chu” limit. Shown in Figure 1.9 is a schematic diagram of a vertically polarized omni-directional antenna. The sphere with radius \(r\) is the minimum one which can enclose the antenna. The lower boundary for the radiation Q is decided by \(\xi\). The boundary given by Chu is based on a simplified model and is considered as the strictest one. Several boundaries based on more realistic scenarios [12, 13, 14, 15, 16] have been proposed since then. However, Chu’s limit is still the one that is most referred to.
Bandwidth can be derived from $Q$ by assuming that the antenna is a resonant circuit with fixed values. The normalized bandwidth between the half-power frequencies is [12]:

$$\text{Bandwidth} = \frac{f_{\text{upper}} - f_{\text{lower}}}{f_{\text{center}}} = \frac{1}{Q}$$

Equation (1.9) is a good approximation when $Q \gg 1$. Otherwise, the representation is no longer accurate. Shown in Figure 1.10 is a figure presented in [12]. The x axis is $kr = 2\pi \frac{r}{\lambda}$. The y axis represents the quality. Different curves are single mode $Q$ for various antenna efficiencies.

With a fixed efficiency value, say, 100%, when the sphere’s radius increases, the radiation $Q$ decreases, which also means the maximum achievable bandwidth increases. Of course, the bandwidth predicted by the curve can never be achieved in an actual implementation. Various studies [17, 18, 19, 20] have been done to approach the limit.

Another thing that can be observed in Figure 1.10 is that a lossy antenna, which has lower efficiency, always has a wider bandwidth. In the real world when the bandwidth of an antenna is abnormally wide, this is not good news, because most of the time it is due to unwanted loss.

As antenna engineers, we do not really evaluate the achievable bandwidth based on figures and formulas given in references. It is very difficult to define the minimum sphere to enclose the antenna in a cellular phone. It will be demonstrated later that all metal structures, including the ground, in a phone can give off radiation. If we define a sphere that encloses the whole phone, the bandwidth
calculated by the Chu limit can be so wide that it is meaningless. From time to time, there are claims that the Chu limit has been surpassed. In most cases, the sphere used in calculations only encloses the antenna element itself. As the ground is also part of the radiator, by excluding the ground from the sphere, the achievable bandwidth is artificially narrowed, and that is why those antennas have wider bandwidth than the theoretical limit.

When designing a cellular antenna, many factors, such as the nearby battery, the speaker under the antenna, the metal bezel on the phone, and so on, all play a role on determining the achievable bandwidth. With the accumulation of experience, eventually one can estimate the achievable bandwidth more accurately.

1.4 The Trade-Offs in Antenna Designs

To be a good antenna engineer not only means designing an antenna with the best performance, it also means having a profound understanding of the possible trade-offs in antenna designs. Among them, some trade-offs are the same ones which are applicable in all engineering disciplines, such as the trade-off between the design
time and performance. Designing an antenna is a project with a time constraint instead of an open-ended art creation. The thought of designing a perfect antenna might do more harm than good. As well as those common-sense trade-offs, there are some that are particular to antennas:

- Bandwidth trade-off. In the last section, the bandwidth limit of a single band antenna was discussed. Most phone antennas used today are multi-band antennas. A similar limit also applies to their combined bandwidth. If an antenna is well designed, whenever the bandwidth of one band increases, the bandwidth of the other bands must shrink. To fully understand the design technique of one kind of antenna, we need to find out how to trade-off bandwidth between different bands. For example, if the specification for an antenna is 50% efficiency across all bands, and the efficiency of the antenna designed is 60% at the lower band and 40% at the high band, your work hasn’t finished yet. The unbalanced performance tells everybody that you have not really mastered the design skills of this antenna.

- Trade-off between complexity and performance. By introducing more freedom into an antenna’s design, it is possible to achieve better performance. However, the marginal improvement of each incremental variable is regressive. As a new antenna engineer, try to avoid using complex designs in the beginning. It is quite easy to be drowned by a large amount of variables. One should start from simple designs and assess the impact of each design variable. For many applications, an antenna with a handful of variables is good enough.

- Trade-off between manufacture consistency, tooling time and cost. Better manufacturing consistency means less antenna variation and better antenna performance. However, better consistency also means longer tooling time and higher cost. There is no manufacturing solution that can provide all the benefits, otherwise it would already have been part of the antenna’s manufacturing process. Many different manufacturing processes are available; one should understand the advantages and the disadvantages of each of them. Taking the processing of internal antenna as an example, there are metal-stamping, flex circuit, Double-Shot Molded Interconnect Device (DS-MID), Laser Direct Structuring (LDS), and so on. The metal-stamping technology is the cheapest and can be adjusted quite quickly if the parameter that needs to be adjusted is known and already included in the tooling design. The flex circuit technologies has better consistency than the metal-stamping, however, it is a little more expensive and it takes a longer time to implement a design change. Both DS-MID and LDS technology have the best consistency, because antennas are part of the plastic structure instead of separate parts. Both of them are based on a technique called selective metallization. The DS-MID process begins with the application of a shot of plateable thermoplastic resin in an injection-mold cavity. Next, the cavity is changed and a second shot of nonplateable thermoplastic resin is molded around the first shot to create a circuit pattern from the plateable material. Depending on the antenna shape, the two resins
can be reversed in shot order. After two shots, a part has its intended geometry with select plateable surfaces exposed. These surfaces are then plated with a layer of copper. The DS-MID takes the longest lead time, because any modification to the antenna pattern requires tooling changes. The LDS is a relatively new process. The thermoplastic resin used in LDS process is nonplateable after the molding process and can be transformed to plateable by using a laser beam to active it. The LDS process literally draws the antenna pattern onto the plastic. The pattern can be adjusted quite easily by uploading a new pattern file to the laser. Similar to the DS-MID, a plating process is required to deposit copper onto the part’s surface.

- Trade-off between total radiated power and radiation exposure. Higher total radiated power and lower radiation to the human body are a pair of contradictory requirements. Ideally, we should first design an antenna to have an on-phantom efficiency as high as possible, then choose an appropriate conductive power level to meet the human exposure specification. In reality, there are three constraints: the conductive power, the total radiated power, and the human exposure. An antenna with very good efficiency might give you trouble later on. In the whole design process, one should always keep these three specifications in mind and check their status constantly.

1.5 Mobile Communication and Band Allocations

The radio frequency (RF) electromagnetic spectrum is an aspect of the physical world which, like land, water, and air, is subject to usage limitations. Use of radio frequency bands in the electromagnetic spectrum is regulated by governments in most countries, in a spectrum management process known as frequency allocation or spectrum allocation [21]. Although countries are working on a universal frequency allocation plan, the existing frequency allocations are still country dependent. In the United States, the spectrum from 0 Hz to 1000 GHz was allocated by the Federal Communications Commission (FCC) [22]. The US Department of Commerce has a color chart of frequency allocation, which covers 3 kHz to 300 GHz [23]. In most countries, the spectrum allocation plan is not a static one and is being continuously revised.

Most bands used in the design of mobile phones are given in Figure 1.11. However, this is not a complete list.

There are some ambiguities when referring to bands and their respective technology. Only the band names are given in Figure 1.11. Depending on the different countries, the exact frequency range of each band might vary slightly:

- CDMA band: also known as AMPS band or 850 MHz band, 824~894 MHz;
- GSM band: also known as 900 MHz band, 880~960 MHz;
- GPS band: 1575 MHz;
- DCS band: also known as 1800 MHz band, 1710~1880 MHz;
PCS band: also known as 1900 MHz band, 1850~1990 MHz;
UMTS band: also known as 3G band or 2100 MHz band, 1920~2170 MHz;
WLAN band: also known as Bluetooth band or 2.4 GHz band, 2400~2480 MHz.

Strictly speaking, using those abbreviations to name bands is not appropriate. Some of them are based on specific technologies. The following are brief introductions; more comprehensive information can be found on their respective websites and in other books [24].

- AMPS is the abbreviation of Advanced Mobile Phone Service. It is an analog standard used by the first cellular communication network. Motorola DynaTAC 8000X is based on AMPS technology. It is obsolete in most countries. The United States was one of the last to shut down AMPS services. The final date of use was February 18, 2008.
- CDMA is the abbreviation of Code Division Multiple Access [25]. In the cellular business, this means the IS-95 standard or the cdmaOne standard. The technology itself is band independent. In the United States, CDMA systems are deployed in both 850 MHz and 1900 MHz bands.
- GSM is the abbreviation of Global System for Mobile communication [26]. Both GSM and CDMA are second generation (2G) cellular communication standards. In the global market, GSM is the most influential standard. About 80% of the global mobile market used this standard in 2009 [26]. The GSM technology itself is also band independent. GSM systems are deployed in different bands, such as 850 MHz, 900 MHz, 1800 MHz, and 1900 MHz bands.

Figure 1.11  Band allocation
GPS is the abbreviation of Global Positioning System [27]. GPS is a receiver-only technology. It can extract positioning and timing information from signals transmitted by GPS satellites. It is not a mandatory feature for a phone. However, it gradually has become a standard functionality for most middle to high tier phones.

- DCS is the abbreviation of Digital Cellular Service. It is the name of the 1800 MHz band.
- PCS is the abbreviation of Personal Communications Service. It is the name of the 1900 MHz band.
- UMTS is the abbreviation of Universal Mobile Telecommunications System [28]. UMTS is one of the third-generation (3G) mobile telecommunications technologies. The most common form of UMTS is W-CDMA. The Chinese version 3G system, TD-SCDMA, also belongs to the UMTS family. The main competitor of UMTS is CDMA2000, which is another 3G standard. As most countries allocate the 2100 MHz band to 3G systems, UMTS is used as the 2100 MHz band’s alternative name. In fact, UMTS has been deployed in different bands, such as 850 MHz and 900 MHz bands.
- WLAN is the abbreviation of wireless local area network. WLAN actually involves several standards, such as 802.11b, 802.11g, 802.11a, and so on. WLAN is also known as Wi-Fi [29], which is the abbreviation of Wireless Fidelity. From the antenna point of view, the 802.11b/g uses the 2.4 GHz band and the 802.11a uses the 5GHz band, which is omitted in Figure 1.11.
- Bluetooth [30] is a different standard from WLAN. It is an open wireless protocol for exchanging data over short distances. However, Bluetooth shares the same 2.4 GHz frequency band with WLAN.

Besides the above-mentioned bands, some other technologies, such as FM radio, analog TV, and digital TV, are also used in cellular phones. Their band allocations are omitted in Figure 1.11. Another point worth mentioning is that most technologies and band allocations used in Japan are different from the rest of the world. As the Japanese market is the most difficult one to penetrate, related information to that market is also omitted.

In this chapter, only the basic terminologies are introduced. For more in-depth information about different cellular communication technologies, Wikipedia [31] is a good place to start.
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Antenna Matching

The most important thing one must always remember when designing a matching circuit for antenna is that only inductors or capacitors can be used. In active microwave circuit designs, such as amplifier designs, resistors are frequently used to improve the port matching and circuit stability [1]. But in antenna designs, one should NEVER use resistors or other lossy components. The whole purpose of an antenna in a cellular device is to transmit or receive power, so the efficiency of the antenna is the most critical parameter. Whenever a resistor is added to a matching circuit, the efficiency always drops and that is not our goal. This mistake is repeatedly made by amateur antenna designers, so it is better to set the record straight before we start this chapter.

In this chapter, familiarity with basic electromagnetic concepts, such as characteristic impedance, return loss, reflection coefficient, voltage standing wave ratio (VSWR), and transmission line is assumed. If not, then the following textbooks are recommended before continuing [2, 3, 4, 5]. An understanding of the Smith Chart, which is the essential tool used in any antenna matching, is also recommended.

For those who want to have an in-depth report of matching techniques used in microwave circuit matching, the book by Professor Gonzalez, *Microwave Transistor Amplifiers: Analysis and Design*, [1] is a good reference. A paper by Professor Cripps [6] also provides some good discussions on the matching issue from a different point of view.

Matching is a useful technique in antenna designs. It gives engineers some more design freedom. But one has to remember that matching is not the silver bullet to solve all antenna design problems. Matching circuits are always associated with some degree of loss, which is due to the limited quality factor inherent in all components, no matter whether they are inductors, capacitors, or distributed networks. If an antenna has a reasonable initial resonance, the improvement obtained from the matching circuit will compensate for the loss it introduces. But if the
antenna is not well designed, good performance will never be achieved by any matching circuit.

Free software, ZJ_Antenna_Matching, can be found on this book’s companion web site. Detailed instructions of how to use this software can be found in the Appendix. The data files of all examples of this chapter can also be found on the companion web site. To really master the matching techniques, it is strongly recommended that these examples are attempted.

2.1 The Smith Chart

The essential aim of matching is to convert the original antenna impedance to a new one, which is as close to the system’s characteristic impedance as possible. In the case of the mobile phone, the target impedance is normally 50 Ω. The 50 Ω is not a magic value existing exclusively in the world, there are other standards, for example, 75 Ω and 300 Ω, which are widely used in the broadcasting industry. The 50 Ω is only an industry standard for cellular antenna business. Most radio frequency (RF) equipment used by cellular phone companies and cellular phone antenna vendors use 50 Ω ports as the standard interface. The 50 Ω is chosen as the default characteristic impedance in this book. Nevertheless the matching techniques discussed here can be used in antenna designs of any characteristic impedance.

To measure the effectiveness of a matching circuit, one needs a quantitative value. The voltage reflection coefficient $G$ can serve this purpose. The voltage reflection coefficient $G$ is the ratio between the reflected wave and the incidence wave. $G$ is defined in Equation (2.1).

$$G = \frac{V_{\text{reflected}}}{V_{\text{incident}}} = |\Gamma| / \theta_{\Gamma} \tag{2.1}$$

where $V_{\text{reflected}}$ and $V_{\text{incident}}$, both of them are complex values and can be represented by amplitude and phase, are voltages of reflected wave and incident wave respectively. Voltage reflection coefficient $G$ is also a complex value. To evaluate the matching of antennas, only the amplitude of $G$, which is denoted as $|G|$, matters. $\theta_{\Gamma}$ is the phase angle of $G$. When a signal is fed to a load, in our case the load is an antenna, if the load has the same characteristic impedance as the transmission line, this load is a matched one and only the incidence wave travels from the source to the load on the transmission line, and the minimum reflection coefficient $|G|$, which is 0, is achieved. When the load is open or short circuit, all the incidence wave is reflected back and travels from the load to the source, and the reflection coefficient $|G|$ reaches the maximum value 1.

Figure 2.1 shows the complex plane of $G$. These are a set of concentric circles; the amplitudes of any $G$ located in the same circle are all equal, thus they have the same level of reflection and can achieve the same level of matching. The worst matching
happens when $\Gamma$ falls in the outmost circle, where $|\Gamma| = 1$ and it is also the boundary of $\Gamma$ plane of any passive system. The origin point of the coordinate system represents the best matching, where $|\Gamma| = 0$ and there is no reflection at all.

$\Gamma$ can also be defined as Equation (2.2). The detailed derivation of Equation (2.2) is omitted in this book. For more information on the derivation, refer to the classical textbooks [2, 3, 4, 5].

$$\Gamma = \frac{Z_L - Z_0}{Z_L + Z_0} = \frac{Z_L/Z_0 - 1}{Z_L/Z_0 + 1} = \frac{z_L - 1}{z_L + 1}$$

where $Z_L$ is the load impedance and $Z_0$ the characteristic impedance of the source. $z_L$ is the normalized load impedance and is a complex value, which can be presented as a real part and an imaginary part given in Equation (2.3).

$$z_L = r_L + jx_L$$

where $r_L$ and $x_L$ are normalized load resistance and normalized load reactance respectively.

As shown in Figure 2.1, when the load is a short circuit ($z_L = 0$), the $\Gamma$ takes the value of $-1$, which is the leftmost point on the real axis. When the load is an open circuit ($z_L = \infty$), the $\Gamma$ equals $+1$, which is the rightmost point on the real axis.

If we keep the $r_L$ constant and change the $x_L$, the complex value $\Gamma$, which can be calculated by Equation (2.2), will generate a curve on the complex $\Gamma$ plane. If a set of $r_L$ values is used, a family of curves can be generated. Figure 2.2a shows four curves of constant $r_L$, which are $r_L = 0, 0.5, 1$ and 2 respectively. The $r_L = 0$ curve is superimposed on the $|\Gamma| = 1$ circle shown in the Figure 2.1, which represents situations when the load is lossless and formed by only the reactance component.
In Figure 2.2b, as well as the $|\Gamma| = 1$ circle, there are seven constant $x_L$ line/curves, where $x_L = 0, \pm 0.5, \pm 1$ and $\pm 2$ respectively. When $x_L = 0$, $z_L$ is always a real value, thus $\Gamma$ is also a real value, and the corresponding constant $x_L$ trace superimposes on the real axis in the $\Gamma$ plane.

If we overlay both Figure 2.2a and 2.2b, what we get is the famous Smith Chart, which is shown in Figure 2.3. Compared with Figure 2.2, there are many more curves of constant $r_L$ and $x_L$ in Figure 2.3, which makes the Smith Chart looks much complicated than it really is.

Figure 2.2 Family of curves of constant $r_L$ and $x_L$

Figure 2.3 The Smith Chart
The correct name for the Smith Chart shown in Figure 2.3 is the Impedance Smith Chart, which represents curves by fixing either the real or the imaginary part of the normalized load impedance.

To get the admittance Smith Chart, one needs to calculate curves by fixing either the real part \( g_L \) or the imaginary part \( b_L \) of the normalized load admittance.

\[
y_L = \frac{1}{z_L} = g_L + j b_L
\]

The curves of the admittance Smith Chart can be obtained by simply rotating the Impedance Smith Chart by 180°.

Figure 2.4 shows the superposition of both the impedance and the admittance Smith Chart; we will borrow the name from [1] and refer to it as the ZY Smith Chart. A color version of the ZY Smith Chart can be found on the companion web site. The file is from ZY-01-N and is colored by J. Colvin [7].

For any complex load impedance, there is only one unique corresponding position in the Smith Chart. Because both the impedance and the admittance Smith Charts are drawn on the same complex \( G \) plane, the absolute position of a complex load in the Smith Charts is always the same, no matter whether the load is represented by \( z_L \) or \( y_L \).

In some textbooks [3, 4, 5, 8], the admittance Smith Chart is identical to the impedance Smith Chart. In that case, whenever a conversion between impedance and admittance is needed, the impedance or admittance point must be rotated by 180° on the \( G \) plane. That method is technically correct, however, it is too cumbersome for hands-on engineering, therefore it can be omitted.

As a reminder, whenever you see a Smith Chart, always remember it is drawn on a complex \( G \) plane as shown in Figure 2.1. There is a set of hidden concentrical circles of equal \( |G| \). The goal of matching is to move the load impedance toward the center, where \( |G| = 0 \) and is the perfect matching point.

In most test equipment or simulation software, you can only see the impedance Smith Chart or the admittance Smith Chart one at a time, so it is much more convenient if you can virtually superimpose a complementary Smith Chart in your mind to the one displayed on the screen.

### 2.2 Single Band Matching

When the Smith Chart was invented in the 1930s, it was a design tool. RF engineers could design a circuit with the Smith Chart and a ruler calculator. Of course there are some hand calculations involved. Some might have done this as homework in universities to practice that skill. The most important part is to decide on the circuit. Calculating the component value by hand is no longer necessary because there is software to help you. There are several commercial software packages available, such
Figure 2.4 The normalized impedance and admittance Smith Chart (ZY Smith Chart) (Reproduced from J. Colvin, “Color,” Smith Chart Form ZY-01-N, University of Florida, 1997.)
as Agilent ADS [9], Microwave Office [10], and so on, which can be used to simulate and optimize a matching network. The companion web site to this book includes matching software, ZJ_Antenna_Matching, which is written by the author and distributed as freeware. For most normal antenna matching tasks, ZJ_Antenna_Matching is good enough. It can read a data file saved as TOUCHSTN or in CITIFILE format. A mini-version of the software, which can be executed on Windows® based network analyzers, is also included on the companion web site. Detailed instructions on how to use this software can be found in the Appendix.

2.2.1 Matching with Lumped Elements

As mentioned at the beginning of this chapter, when designing a matching circuit for antennas, only reactance components can be used. In the lumped-element-only matching method, that means only inductors and capacitors can be used. Thus a matching component can only move the antenna impedance or admittance along the curves of equal $r_L$ or $g_L$ in the ZY Smith Chart respectively. In such situations, the ZY Smith Chart can be simplified like the one shown in Figure 2.5, which has only two sets of circles instead of four sets of curves in a standard ZY Smith Chart. All circles crossing the leftmost point are fixed $g_L$ curves, and all circles crossing the rightmost point are equal $r_L$ curves.

For any antenna impedance located on the ZY Smith Chart, there are always two circles run through it, as shown in Figure 2.6. The right circle is the constant $r_L$ circle and the left circle is the constant $g_L$ circle. Starting from the antenna impedance, which is marked by a cross in Figure 2.6, there are four directions, a, b, c, and d. Each of them represents one kind of circuit topologic:

![Figure 2.5 Simplified ZY Smith Chart for lumped-element-only matching](image-url)
When a series inductor is connected to the antenna, which is shown as Figure 2.7a, the combination impedance of the antenna and the series inductor at the output will move in direction a.

A series capacitor, shown as Figure 2.7b, will move the impedance in direction b.

A shunt inductor, shown as Figure 2.7c, will move the impedance in direction c.

A shunt capacitor, shown as Figure 2.7d, will move the impedance in direction d.

To design antenna matching network frequently, it is strongly recommended that you MEMORIZE the above four scenarios. The whole practice of matching is using these four components to move antenna impedances around on the Smith Chart.

**Figure 2.6** Always two circles running through a given impedance on the Smith Chart

**Figure 2.7** Four possible connecting methods of matching components
Actually the memorization process should not be difficult. In most cases when doing antenna matching, you only need to remember two rules. The first rule is the upper half plane is inductive and the bottom half plane is capacitive, so whenever the impedance needs to be moved up, an inductor is needed, otherwise use a capacitor. The second rule is the right circle is the shunt circle and the left circle is the series circle, so if the impedance needs to be moved along the left circuit, a shunt component is needed, otherwise use a series component. As an example, assume we want to move the impedance from the cross marker to the “b” direction. Because it is down, a capacitor is required. Because it is on the right circle, a series component is needed. Combining both, a series capacitor is the correct choice.

Note the phrase “in most cases” is used in the last paragraph. That means in some cases, the rules are not applied. There are four triangle markers in Figure 2.6, which mark the maximum and minimum points of both circles. After those extreme points, the moving direction of impedance, which is either up or down, will flip, but the component selection should not be changed. For instance, if we want to move the impedance toward direction “b” as shown in Figure 2.6, it does not matter whether the final position is above or below the original location, a series capacitor should always be used. Two points, where the impedance equals 0 or infinity, are the stopping points of impedance movement. For instance, a series capacitor can move an impedance along direction “b” but can never move it over the $Z = \infty$ point.

Theoretically, all capacitors and inductors are equal. But in reality, components have different specifications. It is an engineer’s responsibility to check whether a component is suitable for the matching purpose. On the data sheet of high frequency capacitors, the quality factor $Q$ is normally specified. For antenna engineers, a higher $Q$ is better. However, $Q$ is a variable dependent on the measured frequency. The measured $Q$ of a capacitor is lower when measured at higher frequency. Different manufacturers might measure $Q$ at different frequencies, so be careful when evaluating capacitors from different manufacturers. As a rule of thumb, the $Q$ should be at least around 1000@1 MHz. There are quite a few manufacturers in the RF capacitor business; the brands the author has used include the Murata® GQM series [11] and the Johanson Technology® S series [12].

For high frequency inductors, there are some more specification needs to be attended to. They are: the quality factor $Q$, the DC resistance, and the self-resonance frequency (SRF). The selection of $Q$ is similar to that of a capacitor, the higher the better. However, the relation between the $Q$ of an inductor and the measured frequency is reversed. The higher the measured frequency, the higher the $Q$ is. With regard to the DC resistance, of course, lower is better. The SRF is the resonance frequency of an inductor. Because in reality, there is always parasitic capacitance in any inductor, the inductance and parasitic capacitance can form a shunt resonator. The SRF tells us at which frequency the inductor starts to resonate. After SRF, the inductor will no longer function as an inductor. When selecting an inductor, the SRF
needs to be safely higher than the working frequency. The highest grade inductor is the wire coil chip inductor. The SRF of wire coil inductors is at least twice as high as their film counterpart; and their DC resistance is less than half that of film inductors. The brands of coil inductors the author has used include the Murata® LQW series [13] and the Coilcraft® 0402HP series [14]. Coil inductors are the most expensive inductors of all kinds. For antenna applications, whose performance is not that critical, a high Q film inductor can also be used. The author has used the Murata® LQG15H series [13] and the Johanson Technology® L series [15]. Coil inductors are suitable for the surface-mount technology (SMT) process, but it is quite difficult to handle manually, so be prepared.

Always remember to check the antenna response whenever the vendor of a component is changed, or the component is replaced by a different type. Although two components are marked with the same inductance or capacitance value, this does not necessarily mean they are identical. Basically, an efficiency measurement in a 3D chamber is the ultimate evaluation method one can always count on.

### 2.2.2 Different Ways to Accomplish a Single Band Matching

By combining the series inductor, the series capacitor, the shunt inductor, and the shunt capacitor, any value of the load impedance in the Smith Chart can be matched except those spots located on the $|\Pi|=1$ circle, where the impedance is purely reactive. The purpose of matching is to convert the real part of the load impedance to the source impedance $Z_0$, and eliminate the imaginary part. If there is no real part in a load impedance, which is the case of any spot on the $|\Pi|=1$ circle, there is nothing to be converted from.

Figure 2.8 shows two circles in the Smith Chart. The left circle is $g_L = 1$ and the right circle is $r_L = 1$. Any impedance falling in these two circles can be matched by a

![Figure 2.8](image)

**Figure 2.8** Two circles which can be matched by single components
single component. A spot on the left or right circle can be matched by a shunt or a series component respectively. Now, it is obvious that any matching task can be broken down into two steps: first, move the impedance to these two circles, then use one single element to move the impedance to the center of the Smith Chart.

At any spot inside $|\Pi| = 1$ circle on the Smith Chart, there are up to four ways to achieve matching. For example, if an antenna with impedance $Z_L$, as shown in Figure 2.8, needs to be matched, four sets of matching circuits, which are illustrated in Figure 2.9, can be used.

- A shunt inductor cascade by a series inductor, as shown in circuit (a) in Figure 2.9a.
- A shunt inductor cascade by a series capacitor, as shown in circuit (b) in Figure 2.9a. Compared to circuit (a), both circuits start with the shunt inductor and move the antenna load toward the $r = 1$ circle, but the value of the shunt inductor used by circuit (a) and (b) is different. The circuit (a) moves the impedance to hit the bottom part of the $r = 1$ circle. The inductor of circuit (b) has a smaller value than circuit (a), thus moving the impedance further up, bypassing the spot circuit (a) and hitting the top part of $r = 1$ circle. When used as a shunt component, an inductor with a smaller value has a larger admittance, and thus moves the load further. On the other hand, a capacitor with a smaller value moves the load less.
- A series inductor cascade by a shunt inductor, as shown in circuit (c) in Figure 2.9b.
- A series inductor cascade by a shunt capacitor, as shown in circuit (d) in Figure 2.9b. Similar to the cases shown in Figure 2.9a, two inductors with different values are used to move the load to two different spots on the $g = 1$ circle. When used as series component, an inductor with a larger value has a larger impedance, and thus moves the load further. On the other hand, a capacitor with a larger value moves the load less.

**Figure 2.9** Four matching options of single load impedance
The four possible matching schemes give an engineer quite some leeway in actual designs. When the metal surface of an antenna element is exposed to the outside environment, the ESD (Electro-Static Discharge) is a potential hazard to the internal circuit. In this kind of circumstance, both matching circuits (a) and (b) can be used to eliminate the danger, because there is a shunt inductor which electrically shorts the antenna element to the ground from the DC point of view. As a reminder, the effectiveness of using an inductor as the grounding depends on the inductance value. If the inductance is too large, say, above 10 nH, the inductor itself is not enough to take care of the ESD issue, thus only circuit (a), which has a series capacitor functioning as a DC blocker to provide the extra measure, is a feasible solution.

To provide a more intuitive feeling for this event, the component values of circuits shown in Figure 2.9 are illustrated in Figure 2.10. The normalized load impedance is chosen as 0.2-j0.64 [Simulation file: Chap2_Fig.10.s1p], and the working frequency is chosen as 1.0 GHz. When using the ZJ_Antenna_Matching as practice in this example, the highlight feature should be used. The impedance in this example is a point impedance. Without the highlight, the impedance dot is too small to be easily distinguished.

![Component values of the four circuits used in Figure 2.9](image)

**Figure 2.10** Component values of the four circuits used in Figure 2.9
Figure 2.11 illustrates the actual layout of Figure 2.10a on a printed circuit board (PCB). The PCB is a double-sided board. On the back of the PCB there is a whole piece of copper layer functioning as the ground. The signal trace and components are placed on the front of the PCB. The output of the matching circuit is a 50Ω transmission line. When doing a return loss test, this 50Ω transmission line can be connected to a network analyzer by a coaxial cable. The pad on the top-right corner is the launch point of the antenna. The component on the left side of the antenna pad is the shunt inductor L1. A shunt component is always bridged between a transmission line and the ground. The component on the bottom-right side of L1 is the series inductor L2. A series component is always inserted in the transmission line. When laying out a series component, the transmission line is broken into two segments by inserting a gap and then the series component is used to bridge the gap.

When the load impedance is inside either circles \( r = 1 \) or \( g = 1 \), as shown in Figure 2.12a or Figure 2.12b, the possible options of matching circuits will drop from four to two. Let’s use Figure 2.12a as an example. Because the load is inside the \( g = 1 \) circle, there is no component that can move the load impedance to the \( r = 1 \) circle. Two possible matching circuits, a series inductor cascade by a shunt capacitor or a series capacitor cascade by a shunt inductor, are shown in Figure 2.12a.

For the load impedance shown in Figure 2.12b, these two matching circuits are a shunt capacitor cascade by a series inductor or a shunt inductor cascade by a series capacitor.

### 2.2.3 Matching with Both Transmission Line and Lumped Elements

Besides using lumped elements, transmission lines can also move the load impedance around on the Smith Chart. As shown in Figure 2.13, an impedance \( Z_L \) is connected by a transmission line with a characteristic impedance of \( Z_c \) and a length of \( L \).
The output impedance $Z_{in}$ can be expressed by Equation (2.5) [1–5, 8].

$$Z_{in} = \frac{Z_c + jZ_c\tan\left(\frac{2\pi L}{\lambda}\right)}{Z_L + jZ_L\tan\left(\frac{2\pi L}{\lambda}\right)}$$  \hspace{1cm} (2.5)

Here $\lambda$ is a guided wavelength in the transmission line. In Equation (2.5), when $L = 0$, the $Z_{in} \equiv Z_L$, which means the moving path of a transmission line always starts from the $Z_L$ on the Smith Chart. When $L = \frac{\lambda}{2}$, we get $Z_{in} \equiv Z_L$ again, which means the output impedance moves back to the original position when the length of transmission line is half the guided wavelength.

Figure 2.14 shows the moving paths of three transmission lines with different $Z_c$. In this example, the load impedance is $Z_L = 0.5 - j0.8$, which is the lower crossing point of all three circles on the Smith Chart. The leftmost circle is the moving path of a transmission line with normalized impedance $Z_c = 0.4$. The circle in the center
corresponds to a transmission line of $Z_c = 1$, and the rightmost circle corresponds to $Z_c = 4$. It can be seen, by increasing the characteristic impedance of the transmission line, that the circle of the moving path shifts from left to right on the Smith Chart. The center of the $Z_c = 1$ circle always is superposed on the center of the Smith Chart.

A transmission line always moves the load impedance in a clockwise direction on a circle. Thus, to move the impedance to a nearby position on the circle in the anti-clockwise direction, nearly half a wavelength transmission line has to be used.

For any antenna impedance inside or on the $r = 1$ or $g = 1$ circles, a perfect matching can be achieved by a single segment of transmission line. For any impedance outside those two circles, it is impossible to obtain a perfect match in this way. However, a match can be achieved by a combination of transmission lines or a combination of transmission line and lumped elements. This book only discusses the latter option. More information on matching with only transmission lines can be found in references [3, 4, 8].

As an example, an impedance $Z_a$, as shown in Figure 2.15a, needs to be matched. The working frequency is 1 GHz. The design procedure can be divided into two steps. First, move the $Z_a$ in a clockwise direction to location $a'$ on the $g = 1$ circle by a segment of transmission line. Then use a shunt capacitor to move the impedance along the $g = 1$ circle to the origin of the Smith Chart. The corresponding matching circuit diagram is shown in Figure 2.15b. To match an impedance of $0.3 + j0.3$, a 10 mm-long 50 Ω transmission line and a 2.5 pF shunt capacitor are needed. As demonstrated in Figure 2.14, to move the impedance in the clockwise direction, the characteristic impedance of the transmission line does not have to be 50 Ω. Any transmission line will do. However, the value of the capacitor must be changed accordingly.
Similarly, impedances (b), (c), and (d), shown in Figure 2.16a, can also be matched by a transmission line and a lumped element. The corresponding matching circuits of different loads are shown in Figures 2.16b–d. In the case of load (b), the lumped matching element is a series capacitor. For the case of
loads (c) and (d), the lumped matching elements are a series inductor and a shunt inductor respectively.

In fact, impedances (a), (b), (c), and (d), shown in Figures 2.15 and 2.16, can also be matched by the lumped element only matching techniques. Depending on the location of the load impedance on the Smith Chart, the transmission line can be replaced by different lumped elements. For the impedances (a) and (d), the transmission line can be replaced by a series inductor. In the case of the impedances (b) and (c), the replacing lumped element is a shunt capacitor.

Although the transmission line can move any load impedance to the $r = 1$ circle or $g = 1$ circle, thus, in theory, the matching technique introduced in this section can be used in all situations. In practice, the transmission line only is used in circumstances when the load impedance is close to the $r = 1$ or $g = 1$ circle and is on the anti-clockwise side of either circle. The reason is that the transmission line does not accommodate the lumped element, it occupies the PCB space. The further it needs to move a load impedance, the longer the transmission line is, thus the larger PCB area it occupies. In addition, the PCB also has inherent loss; a long transmission line degrades the efficiency of an antenna even though it matches the antenna impedance.

2.2.4 Bandwidth Consideration

In the discussion above, the antenna impedance is treated as a constant. However, in reality, the antenna impedance varies with frequency. It is always a curve on the Smith Chart. Any matching network can only move a limited portion of the impedance curve to the target matching circle on the Smith Chart, which means there is a bandwidth limit for any matching network. When using the matching techniques described above, the achievable bandwidth does not vary too much, no matter which match circuit is used.

In this section, the emphasis is on various techniques which can expand the antenna bandwidth. Using matching to increase the bandwidth can also be treated as a wide band impedance matching problem. Professor Cripps’ article [6] is a very good reference on this topic, and it provides a short list of references to investigate this area further. This section focuses on techniques frequently used in antenna matching designs. Those complex techniques and theoretical analyses are outside the scope of this book. In this section, three examples are discussed. The Example 2.1 antenna has a decent return loss without any matching, so the matching circuit is used to mainly widen the bandwidth. Example 2.2 describes how to achieve both impedance matching and bandwidth enhancement by an $\pi$-shape matching circuit. The techniques discussed in Section 2.2.2 are also applied to Example 2.2 to provide a straightforward comparison between different matching methods. Example 2.3 briefly demonstrates how to use the T-shape network to achieve matching and bandwidth improvement.
Example 2.1

Let’s look at Example 2.1 [Simulation file: Chap2_example1.s1p]. Assuming there is an antenna with decent self-resonance at 1.35 GHz, as shown in Figure 2.17, Figure 2.17a and Figure 2.17b are the reflection coefficient and the impedance curve of the antenna. The antenna impedance at a frequency lower or higher than 1.35 GHz is capacitive or inductive respectively. The solid line circle in Figure 2.17b is the $S_{11}$ equal to $-15$ dB circle. To increase the bandwidth, an intuitive thought is to squeeze more impedance curve into the $-15$ dB circle.

To squeeze the impedance line of higher frequency, a shunt capacitor is needed. However, to squeeze the impedance line at a lower frequency band, a shunt inductor is needed. It seems a contradictory requirement at first glance. Fortunately, a shunt LC resonator has the preferred characteristic. The resonant frequency of a circuit shown in Figure 2.18a is decided by:

$$\text{Freq} = \frac{1}{2\pi\sqrt{L \cdot C}}$$  \hspace{1cm} (2.6)

where $L$ and $C$ are the inductance and the capacitance respectively. By selecting the appropriate $L$ and $C$, the resonant frequency can be allocated to 1.35 GHz; this provides the required reactance condition to bend the impedance curve into the $-15$ dB circle. From Equation (2.6), it is clear that there are infinite combinations of $L$ and $C$ which generate the same resonant frequency. But different $L$ and $C$ combinations bend the impedance curve differently, thus the achieved bandwidth is also different. Figures 2.18b and c show simulated results. In both figures, the solid line is the result of $L = 4.8 \text{nH}$ and $C = 2.9 \text{pF}$. The dashed line is the result of...

![Figure 2.17](image_url)  
**Figure 2.17** Antenna example – bandwidth widened
L = 6.7 nH and C = 2.1 pF. In this example, the circuit of L = 4.8 nH and C = 2.9 pF gives the widest −15 dB bandwidth.

**Example 2.2**

Figure 2.19 shows the original $S_{11}$ and complex impedance on the Smith Chart of Example 2.2 [Simulation file: Chap2_example2.s1p]. The best matching is achieved at 1.35 GHz with a $S_{11}$ of merely −3.5 dB. The specification of return loss used in the example is −10 dB.

For the purposes of comparison, a basic two-element circuit shown in Figure 2.20a is used to achieve the required matching. Looking from the antenna side, the matching circuit is composed of a 2.1 nH series inductor and a 3.7 pF shunt capacitor. As shown in Figure 2.20c, the 2.1 nH inductor moves the impedance at 1.4 GHz along the clockwise direction to hit the $g = 1$ circle, then the 3.7 pF capacitor moves the impedance along the $g = 1$ circle to the matching area. Figure 2.20b is the $S_{11}$ of the matched antenna. The $S_{11}$ is better than −16 dB at 1.4 GHz, and the −10 dB bandwidth is 70 MHz.

Figure 2.21a shows a π-shape matching network, which achieves both antenna matching and bandwidth expanding. Looking from the antenna side, the matching
Figure 2.19  Original antenna impedance before matching

Figure 2.20  Two-element matching circuit
network is composed of a 15.3 pF shunt capacitor, a 2.1 nH series inductor, and an 8.9 pF shunt capacitor. From Figure 2.21b, it is clear that the −10 dB bandwidth is 180 MHz, which is more than twice as much as the bandwidth achieved by the matching network shown in Figure 2.20. Comparing Figure 2.20c and Figure 2.21c, it is clear that the impedance curve of the two-element matching simply passes by the origin point of Smith Chart, meanwhile the impedance curve of the π-shape matching circles around origin point, which generates the double resonance phenomena on $S_{11}$ results shown in Figure 2.21b.

The working principle of π-shape matching can be explained by mathematically deduced formulas, which can be found in various books on filter designs. A more intuitive explanation is given in this book. There are three components in the π-shape matching circuit. Each component serves a distinct purpose. To separate the contribution of each matching component, components are added to the circuit one by one. Figure 2.22a shows the effect of the first capacitor if looking from the antenna side. The dashed line curve in Figure 2.22a is the original impedance curve without matching. The solid line curve is the impedance with the first capacitor added. Compared with the shunt capacitor used in Figure 2.20, which is 3.7 pF, the capacitance of the first capacitor is much larger, up to 15.3 pF. For a shunt capacitor,
a higher value means it moves the impedance further on the Smith Chart. The other property of a shunt capacitor is that it moves the impedance at the higher frequency band faster than that at the lower band. In this example, the impedances at lower and the higher frequencies are moved around $110/C_{14}$ and $200/C_{14}$ respectively. It is the first shunt capacitor which tightens up the impedance curve to generate a loop.

Figure 2.22b shows the impedance curve when both $C_1$ and $L_1$ are added. The effect of $L_1$ is quite clear, which is moving the impedance along in a clockwise direction to hit the $g = 1$ circle. A series inductor has a similar frequency dependence property as a shunt capacitor, thus besides the impact of moving impedance, it also makes the loop tighter. Figure 2.22c shows the effect of the third matching component, the 8.9 pF shunt capacitor. It moves the impedance on the $g = 1$ circle.
to the center of the Smith Chart. Compared with the basic matching circuit shown in Figure 2.20, the $C_2$ capacitor needs to move the impedance further, thus its capacitance is also much larger.

Besides using a shunt capacitor as the first component to generate the required loop as shown in Figure 2.22a, a shunt inductor also has a similar effect. Figure 2.23a shows another version of the $\pi$-shape matching circuit. Starting from the antenna side, the first matching component is a 0.73 nH shunt inductor, followed by a 6.9 pF series capacitor and a 1.35 nH shunt inductor. The 0.73 nH shunt inductor $L_1$ generates the required loop. The capacitor $C_2$ moves the impedance along the anti-clockwise direction to hit the bottom part of $g = 1$ circle. The $L_2$ moves the impedance on the $g = 1$ circle to the center of the Smith Chart. When an inductor is used as a shunt component, the smaller the value, the larger the impact. Compared with inductor values used in a basic two-element matching circuit, both inductors shown in Figure 2.23 have quite small values. That means both of them move the impedance further. The $-10 \text{ dB}$ bandwidth obtained by Figure 2.23 is 180 MHz, which is same as the one achieved by the matching circuit shown Figure 2.21.

![Matching circuit](image)

**Figure 2.23** Another version of the $\pi$-shape matching circuit
Example 2.3

For an antenna with an impedance similar to the one shown in Figure 2.19, only a \(\pi\)-shape matching circuit can serve the purpose of expanding the antenna bandwidth. In Example 2.3, the original antenna impedance is shown in Figure 2.24a [Simulation file: Chap2_example3.s1p]. For this type of antenna impedance, a T-shape matching network shown in Figure 2.24b is the appropriate choice. Starting from the antenna side, the first matching component is a 0.33 pF series capacitor, followed by a 15.8 nH shunt inductor and a 0.56 pF series capacitor. A detailed explanation is omitted here, because the design consideration is similar to those demonstrated in Figures 2.21 and 2.23.

When compared with a two-element matching, a \(\pi\)-shape matching or a T-shape matching can significantly improve the antenna bandwidth, however, there is a price

![Original impedance](image1)

![Matching network](image2)

![S11](image3)
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**Figure 2.24** T-shape matching circuit
to pay. Because the components used in \( \pi \)-shape matching or a T-shape matching must move the impedance further, they are more sensitive to manufacturing variation. Figure 2.25 is the yield analysis results of circuits shown in Figures 2.20 and 2.21 respectively. The tolerance of all components used in the simulation is assumed to be \( \pm 5\% \) uniformly distributed. Figure 2.25a is the yield results of a two-element matching. The results of 200 simulations are superimposed on Figure 2.25 by light gray lines. The black line is the optimal response when there is no tolerance. The designed \(-10\) bandwidth of the two-element matching is 70 MHz. If selecting a 50 MHz bandwidth as the specification, the yield rate is 96%. On the contrary, although the design bandwidth of the \( \pi \)-shape matching is 180 MHz, the yield is only 81%, even using the same 50 MHz bandwidth as the specification. The yield analysis of the \( \pi \)-shape matching is carried out again using a 100 MHz bandwidth as the specification. As expected, the yield drops to 74% this time.

It is now clear that the bandwidth expanding techniques are not a free lunch. They have some inherent risks. If using a complex matching circuit, select components with tighter tolerance, manufacture antenna more cautiously, and always remember to do a thorough yield analysis.

### 2.3 Dual Band Matching

The bandwidth of an antenna is constrained by the physical volume it occupies. If an antenna has enough volume, it is not difficult to design an antenna to cover all the required bands, even without the help of any matching network. But if the antenna size is limited, the matching circuit can give the designer much more freedom. When designing a dual band antenna in a limited space, it is normal practice to optimize one band, then use the matching circuit to take care of the other band. Some devices have more than one position, such as the flip open and the flip close positions on a clam...
shell phone, the dual band matching techniques are also very handy when a balanced performance needs to be achieved in all bands and all positions.

As shown in Figure 2.26, the building blocks of dual band matching, which are the series capacitors, the shunt inductors, the series inductors, and the shunt capacitors, are the same as those used in the single band matching. But the components that can be used at each band are limited to two. Using the series inductor as an example, at very low frequencies the complex impedance of a series inductor is close to 0, thus it has no effect on a circuit. At very high frequencies, a series inductor is equivalent to an open circuit, which totally breaks the circuit. As a rule of thumb, when selecting a matching component, the component should have more impact in the target band and less effect in the other band. Thus a series inductor should only be used to match the higher band. Similarly, shunt capacitors can also be used in the higher band matching. When the band that needs to be matched is the lower band, only the shunt inductor and the series capacitor can be used.

As an example, a dual band matching scenario is shown in Figure 2.27a. The impedance at low band and high band are marked as L and H respectively on the

![Figure 2.26](image1)

**Figure 2.26** Matching components for low band and high band respectively

![Figure 2.27](image2)

**Figure 2.27** Dual band matching Example 2.1
Smith Chart. In an ideal world, where components used for high band only impact the high band, the circuit shown in Figure 2.27b is one of many possible choices to match both bands. The shunt capacitor $C_1$ moves the high band impedance to the bottom part of $r = 1$ circle; then the series inductor $L_1$ moves it to the center of the Smith Chart. Similarly, the shunt inductor $L_2$ moves the lower band impedance to the top part of $r = 1$ circle; then the series capacitor $C_2$ moves it to the center.

Figure 2.28 shows an example where the load impedances are the same as shown in Figure 2.27a, however, the corresponding band of each load impedance is reversed. The impedance on the top half is now the low band one. The matching circuit is shown in Figure 2.28b. It is still assumed that each component only impacts its corresponding low or high bands. In an ideal world, if the relative sequence between $L_1/C_1$ and $C_2/L_2$ can be kept, any variants in Figure 2.28b should have the same frequency response. Figures 2.28c and d are two equivalent variants under the ideal assumption.

In reality, a component cannot exclusively influence one specific band. It always influences both bands simultaneously. Figure 2.28 only shows a few variants; there are tens of possible permutations and combinations. When optimizing the component

*Figure 2.28 Dual band matching Example 2.2*
sequence of a matching circuit, both experience and trial and error play a role. The achievable bandwidth and value of matching component depend on the circuit layout. To demonstrate the influence of selection of matching circuit, an antenna [Simulation file: Chap2_Fig.29.s1p] with $S_{11}$ and impedance curves shown in Figures 2.29a and b is used. The optimization goal of matching is to achieve a $S_{11}$ better than $-20$ dB at both $0.98 \sim 1.02$ GHz and $1.67 \sim 1.73$ GHz.

Figure 2.30a shows a variant of matching circuits, which matches the high band first. In this example, when using the shunt capacitor and the series inductor to match the high band impedance, these components also favorably shift the low band impedance; thus, only a shunt inductor is needed for the low band. In the design process, it is an engineer’s responsibility to decide on the circuit layout; the optimizing work can be “subcontracted” to any circuit simulation software. Figure 2.30b is a matching circuit which takes care of the low band first. Similarly, the shunt inductor and the series capacitor have a positive impact on the high band impedance; thus, only a shunt capacitor is needed for the high band. Comparing Figures 2.30a and b, these two circuits have different component values and even different inductor/capacitor counts. But both circuits achieve a similar bandwidth. Figures 2.30c and d are final impedance curves of circuits (a) and (b) respectively. The simulated $S_{11}$ of circuits (a) and (b) is shown in Figure 2.30g as the solid line and dotted line respectively.

Figure 2.30e is a demonstration of how a component sequence can change the achievable bandwidth. By keeping the component sequence of the low band matching block of Figure 2.30b, and only flipping the matching blocks of low and high band, the achievable bandwidth is shrunk.

It has been mentioned that the component sequence in each band cannot be flipped. Figure 2.30f shows an example which has flipped the component sequence.
Figure 2.30  Selection of matching circuits
of low band. The simulated result, which is far from the optimization goal, is also shown in Figure 2.30g. The result intuitively demonstrates that the component sequence in each band is critical.

2.4 Reconfigurable Matching

So far, all the techniques discussed belong to the category of fixed matching, which means whenever an antenna design is finished, the antenna matching network is fixed and the antenna bandwidth is also fixed. It is well known that the bandwidth of an antenna is constrained by the physical volume it occupies. The static bandwidth of an antenna has a physical limit, which cannot be passed even with the help of matching networks. Note the word “static” in the last sentence. Actually that is the key to breaking the physical limit of antenna bandwidth. Based on the discussion above, it is clear that an antenna can be matched to a wide range of frequency bands by using different matching components and circuit topology. The function of a reconfigurable circuit is to provide various matching statuses based on the control signal, thus achieving good matching in a much wider frequency range.

Although the total working bandwidth of an antenna with reconfigurable matching can surpass the bandwidth limit of the antenna with fixed matching, it does not actually break the physical law. At any given time, the static bandwidth of the antenna is at best equal to the bandwidth achievable by a fixed matching. The total bandwidth of a reconfigurable matching antenna is defined as the summary of all static bandwidths at different status.

The reconfigurable matching is suitable for a system which needs to cover a wide frequency band, but at any given time the system only uses a small portion of that frequency band. For example, the frequency band allocated to the Integrated Services Digital Broadcasting-Terrestrial (ISDB-T) system is 470–770 MHz, but each ISDB-T channel is 6 MHz wide. The reconfigurable solution is a perfect fit in such a system. On the other hand, if a system, such as a device based on the ultra-wideband (UWB) standard, requires a working bandwidth that exceeds the static bandwidth that an antenna can provides, a reconfigurable solution cannot really help.

Another issue that needs to be mentioned is the efficiency degradation due to the loss of reconfigurable circuits. All passive matching components, such as inductors and capacitors, have inherent losses. Similarly, all active components used in reconfigurable circuits, such as a varactor, the pin diodes, the Field-Effect Transistors (FET) switches, or Microelectromechanical systems (MEMS) switches, also have losses. The loss from those switchable devices is accumulated with the existing loss introduced by the passive components, thus decreasing the overall antenna efficiency. If comparing at the same frequency point, the efficiency of an antenna using reconfigurable matching is always less than its counterpart with fixed matching. The reconfigurable matching does provide some performance at the peak of the
efficiency curve of an antenna; in exchange, it obtains overall better efficiency in a much wider frequency range.

2.4.1 Reconfigurable Matching – Varactor-Based

The varactor is a diode, when reverse biased, whose capacitance is sensitive to the applied voltage. The higher the reverse bias voltage is on a varactor, the lower capacitance it has. Due to this unique character, a varactor is widely used in electrical tuning devices, such as a voltage controlled oscillator (VCO). In a VCO, the varactor is a part of a resonator which decides the resonant frequency. By adjusting the bias voltage, the capacitance changes, thus causing the change of the working frequency.

As an example, a varactor-based reconfigurable matching is designed for ISDB-T service. The ISDB-T operates at the frequency range of 470–770 MHz, which covers a relative bandwidth of 48.4%. The typical dimensions of a mobile device are quite small in comparison to a quarter of wavelength at 470 MHz, so designing a passive internal ISDB-T antenna to cover the whole band and provide good performance is always a challenge. With the help of reconfigurable matching, a better than $-10\,\text{dB}$ measured $S_{11}$ across the 470–770 MHz bandwidth can be achieved.

Without loss of the generality, a meander line antenna is used as the design example. The detailed procedure of how to design a meander line antenna will be discussed in Chapter 3. For now, we only need to use the impedance curve of the meander line antenna. In fact, the antenna element can be replaced by an antenna of any form factor, as long as its impedance has a similar frequency response.

Figure 2.31 shows the impedance curve of the original antenna on the Smith Chart. Three markers on the curve, #1, #2, and #3 denote the highest, median, and lowest

![Figure 2.31  Impedance curve of the original antenna](image)
working frequency, respectively. There are two considerations in designing a varactor-based antenna matching network. First, the capacitance ratio between the maximum and minimum capacitance which a varactor needs to provide must fall within a reasonable range. Second, the topology of the matching circuit should not be overly complex.

For the impedance curve shown in Figure 2.31, a range of impedance can be matched if a matching network is as shown in Figure 2.32. In this configuration, the antenna is connected by a series varactor $C_v$, and then followed by a shunt inductor $L$. The shunt inductor can move any impedance inside the solid line circle area toward the matching point, where the origin of the Smith Chart is. The series varactor can move the other impedance between markers 1 and 2 into the solid line circle. Through the combined effects of the series varactor and shunt inductor, all impedance between markers 1 and 2 can be matched.

Parametric studies and optimizations lead to the conclusion that a meander line antenna element and a varactor with a capacitance ratio of 27.9 (25.1 pF/0.9 pF) are required to achieve the 470–770 MHz bandwidth. To decrease the capacitance ratio required by the varactor, a series inductor $L_1$ is added to the matching network. The final matching circuit layout is shown in Figure 2.33.

![Matching circuit of the original antenna](image)

**Figure 2.32** Matching circuit of the original antenna

![Diagram of matching circuit](image)

**Figure 2.33** Diagram of matching circuit
To explain the function of $L_1$, let’s reinvestigate the impedance curve shown in Figure 2.31. Besides the impedances between markers 1 and 2 which have been properly matched by a circuit with a series varactor and a shunt inductor, the impedances between markers 2 and 3 also have reasonable return loss and its reactance varies smoothly when the frequency changes. However, this segment of impedance is beyond the reachable tuning range of a matching circuit composed only of a series varactor and a shunt inductor. With the addition of a series inductor, this segment of the impedance line is moved from the bottom to the top of the solid line circle, and thus into the tunable range of the matching circuit. Simulations indicate that the addition of the extra series inductor reduces the required capacitance ratio from 27.9 to 8.2 ($7.7 \text{ pF}/0.94 \text{ pF}$).

To verify the concept of the varactor tuning matching network, a prototype is fabricated and measured. The specific antenna dimensions can be found in Figure 2.34. The antenna element is made of a flat metallic meander line. The element is folded and attached to the outer side of a foam support, whose dimensions are 80°10°10 mm. The antenna is installed on a single-sided FR4 board. The size of the board is 140°80 mm², with a thickness of 1.6 mm. The impedance of the antenna without matching has been shown in Figure 2.31.

The matching circuit is fabricated on a 10°10 mm² double-sided FR4 board shown in Figure 2.35. Most of the components labeled in Figure 2.35 correspond to Figure 2.33, with the exception of $R_b$ and $C_p$, which are a bias resistor and bypass capacitor supplying bias voltage to the varactor. The varactor used in the experiment is a Skyworks SMV1247-079. The series inductor $L_1$ and shunt inductor $L_2$ used in the experiment are 15 nH and 22 nH, respectively. The back of the matching circuit, a solid piece of copper, which also functions as the ground, is soldered to the big board. Voltage is supplied by three AA batteries. A variable resistor is used to adjust the bias voltage.

Figure 2.36 shows the measured $S_{11}$ of the antenna with the varactor bias voltage changed from 0 to 3.92 V. Clearly, the operating frequency can be continuously tuned and cover the whole ISDB-T band with $S_{11}$ better than $-10 \text{ dB}$. Based on the specification sheet, the capacitance values are 8.86 pF and 0.78 pF at 0 and 3.92 V bias, respectively. This represents a capacitance ratio of 11.3 rather than the 8.2 obtained in the simulation. It is believed that this discrepancy results from the imperfection of the varactor and parasitic reactance from lumped inductors and circuit board.

Because the capacitance of a varactor is sensitive to the bias voltage, a varactor-based reconfigurable matching circuit is suitable for a receiver-only device or a transceiver with a relatively low transmitting power. If it is used in a high power transmitter, the voltage of the high power input signal is superimposed on the bias voltage, thus, the combined effective bias voltage becomes time-variable and the matching circuit also becomes time-variable and nonlinear. As a consequence, it generates unwanted modulation in the original input signal.
2.4.2 Reconfigurable Matching – Switch-Based

In a varactor-based reconfigurable matching, both the control/bias voltage and the signal voltage are superimposed on the varactor, thus causing a nonlinear problem when the signal is strong. A straightforward solution to this problem is to separate the control voltage and the signal. A switch-based reconfigurable matching is the implementation of such an idea. Unlike the continuously varied bias voltage applied to a varactor, the control voltage of a switch is a discrete digital variable which is either high or low. If a switch is based on a Microelectromechanical systems (MEMS)
technology, there is no nonlinear problem at all and the power handling capability is the dominant constraint. If a switch is based on Field-Effect Transistors (FET) or PIN diode technology, the maximum power it can handle depends on the DC voltage applied to the component.

As an example, a switch-based matching circuit is used to design an ISDB-T antenna. ISDB-T is a receive-only standard, and a varactor-based matching circuit is enough to take care of it. The reason for selecting an ISDB-T band as an example is for the purpose of comparison. By using two different technologies to achieve the same goal, the pros and cons of both technologies can easily be compared.

The antenna’s radiating element used here is similar to the one shown in Figure 2.34. For the convenience of comparison, most specific dimensions of two devices, such as the PCB board size and antenna size, are identical. The only difference is the total length of radiator elements. To obtain the best coverage, both elements are co-optimized with the corresponding matching circuits and as the consequence they are slightly different.

Without losing the generality, the impedance curve shown in Figure 2.37 is divided into four regions. To match all four regions, the matching circuit needs to be reconfigurable among the four positions. Of course the impedance curve can be
Figure 2.36  Measured $S_{11}$ (Reprinted from Y. Li, Z. Zhang, W. Chen, Z. Feng and M. Iskander, “A compact DVB-H antenna with varactor-tuned matching circuit,” *Microwave and Optical Technology Letters*, 52, no. 8, 1786–1789, © 2010, with the permission of John Wiley & Sons, Inc.)

Figure 2.37  Dividing the impedance curve into four regions
divided into fewer or more regions, which means the matching circuit must have less or more working positions.

In Figure 2.37, band (1) represents the highest frequency range which covers 690–770 MHz; band (4) is the lowest range which covers 479–550 MHz. As has been discussed in Section 2.2.2, there are up to four different approaches which can match an antenna with two components. Considering there are four regions, the total possible variants of matching circuit can be 16.

One way to implement four matching positions is shown in Figure 2.38. There are two SP4T (Single-Pole 4-Throw) switches. The antenna is connected to the single-pole terminal of one switch. The 50Ω transmission line is connected to the single-pole terminal of the other switch. All four matching circuits are connected between corresponding 4-throw terminals of both switches. Two SP4T switches are synchronously controlled to select one from four available matching circuits. By using this architecture, all four matching circuits are isolated from one another, and thus can be designed separately. Assuming each matching network uses two components, the matching circuit shown in Figure 2.38 requires eight components and two SP4T switches.

There is another way to obtain the required four positions. In this approach four positions are designed and optimized simultaneously. When selecting matching components and the circuit layout, reuse is the primary consideration. As shown in Figure 2.39, for matching bands (1) to (4), four different matching layouts are selected. Looking from the antenna side, a series capacitor and a shunt capacitor are used to match the band (1); a series capacitor and a shunt inductor are used for band (2); a series inductor and a shunt capacitor are used for band (3); and a series inductor and a shunt inductor are used for band (4).

The four positions of matching circuits shown above can be integrated into one circuit as shown in Figure 2.40. This circuit is composed of two SPDT (Single-Pole Double-Throw) switches. There are four components: a series inductor L1, a series capacitor C1, a shunt inductor L2, and a shunt capacitor C2. One SPDT is connected between the antenna port and two series components, and the other SPDT is connected between the 50Ω output transmission line and two shunt components. There are two switches and each switch has two positions, so the total sets of the circuit are 4 (2²). Each combination of switch positions in Figure 2.40 corresponds to a circuit status in Figure 2.39.

![Figure 2.38 Reconfigurable matching circuits with four positions: SP4T architecture](image)
Unlike the matching network shown in Figure 2.38, where components in each matching branch are independent. Any capacitor/inductor shown in Figure 2.40 has to be used in matching sets. Thus, the simultaneous optimization of all four components across all four frequency regions is necessary. A detailed description of the optimization procedure is beyond the scope of this book and can be found in [16]. Based on the antenna impedance shown in Figure 2.37, the final optimized values of four components are: \( L_1 = 5.1 \text{nH}, L_2 = 15 \text{nH}, \ C_1 = 4.7 \text{pF}, \ C_2 = 5.6 \text{pF}. \) Lines (a)–(d) shown in Figure 2.41 correspond to bands (4)–(1) shown in Figure 2.37.

When tuning the matching circuit, each component has its own effect on the antenna’s frequency response. The series inductor \( L_1 \) shifts the resonant frequency of lines (a) and (b), which corresponds to bands (3) and (4). Increasing the value of \( L_1 \) can lower the resonant frequencies of both. The series capacitor \( C_1 \) shifts the frequency of lines (c) and (d), which corresponds to bands (1) and (2). Increasing the value of \( C_1 \) can lower their resonant frequencies. Tuning \( L_2 \) can simultaneously change the matching of lines (a) and (c). \( C_2 \) can impact the matching of both lines (b) and (d).

**Figure 2.39** Corresponding matching circuits of four regions

**Figure 2.40** Reconfigurable matching circuit with four states: SPDT architecture
As shown in Figure 2.41, the final achieved $S_{11}$ by the SPDT type reconfigurable matching is $-5 \text{ dB}$ across the 470–770 MHz. If adding one more SPDT switch to the circuit shown in Figure 2.40, the total circuit status can reach 8 ($2^3$), therefore the total impedance curve can be divided into eight regions and better matching is achievable. Of course, all switches have inherent loss. The efficiency degradation due to the matching circuit eventually will surpass the efficiency gained from improved matching. There is a balance between better matching and higher efficiency.

Compared with the varactor-based matching circuit, which can achieve a better return loss, $-10 \text{ dB}$, across the whole band, the switch-based matching technique needs more components and is more complex to design. In exchange for all its complexity, the switch-based matching can handle higher transmitting power and can be controlled directly by digital signals instead of analog bias voltages required by varactors. With the progress of MEMS switches, in the future the loss of MEMS switch circuits might be less than the loss introduced by varactors, therefore switch-based solutions might be able to achieve better overall antenna efficiency.
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External Antenna

The external antenna is the first member of the antenna family in the world of mobile phones. It appeared in the first commercial mobile phone, the Motorola DynaTAC 8000X, in 1983. External antennas were the only players in the mobile phone antenna market for more than 15 years. In the late 1990s, phones with internal antennas started to emerge. Candy-bar phones, also called single piece phones, with internal antennas rapidly expanded their market share in Europe; in the meantime external antennas in clam shell phones kept dominating the North America market for another five or more years. Eventually internal antennas took over the global antenna market.

The driving forces behind the fading of external antennas are both fashion and technical progress. Of the two, technical progress is the necessary condition. Even ten years after mobile phones came onto the market, there were just over one million users in the world at the end of 1993. In comparison, mobile subscriptions were more than three billion at the end of 2007. It is easy to imagine the user density was quite low after those limited users spread out. At that time, the most urgent issue was coverage. All mobile phone service providers wanted to expand their network coverage as much as possible with all the money they could spare. The coverage area of each base station depends on transmitting power, receivers’ sensitivity, the path loss of electromagnetic wave, the antenna gain of base stations, and the antenna gain of mobile phones. The received signal power $P_{RX}$ in dBm can be expressed by Equation (3.1):

$$
P_{RX}(dBm) = P_{TX}(dBm) + G_t(dBi) + G_r(dBi) - \alpha \log_{10} R + C
$$

where $P_{TX}$ is the transmitter power in dBm. $G_t$ and $G_r$ are the transmitter and receiver antenna gains in dBi, relative to isotropic respectively. R is the distance between a base station and a mobile phone. C is a constant related to the frequency. $\alpha$ is the propagation attenuation factor, and normally it is a number between three and four in a city environment.
To get a phone to work properly, the received signal power must be higher than its sensitivity threshold. It is obvious that higher gain means larger coverage area. For example, assuming $\alpha$ equals three and the antenna gain of mobile phones is improved by 3 dB, the coverage area of the same base station will increase about 58%. When a phone is held by hand next to the head, the efficiency of a phone with an external whip antenna is likely to be 3 dB or more higher than one with an internal antenna. That made a huge difference when the mobile industry was still in its infancy.

There are two constraints on the mobile phone network planning. The first is how large an area each base station can cover. The second is how many users each station can support. In the beginning of the mobile phone’s evolution, the primary challenge was how to design the whole system, including both base stations and mobile phones, to cover a huge area.

With the explosive adoption of mobile phones by the mass population, the atmosphere started to change. With more and more people enrolled into a mobile network, eventually the network reached a saturated status. All the available frequency resources or channels which could support users were exhausted. Now the second constraint, how to support more users, became the primary challenge. Fortunately, due to the cellular architecture that mobile networks adopted, there is a solution to this challenge. The total number of users a network can support depends on both the maximum capacity of each base station and the total number of base stations in the network. By adding more and more base stations to the network, the mobile service providers are able to keep up with the growth of mobile users. As a consequence, the distance between a mobile phone and the nearest base station is continuously shrinking. Shorter distance means less path loss, which in return reduces the requirement to improve antenna gain or antenna efficiency.

Compared to the United States, Europe has a much higher population density and started to shrink the cell size of each base station earlier. That partially explains why the European market was the first to successfully popularize the internal antenna. Actually the population density in Japan is even higher than Europe; however, candy-bar phones with internal antennas were not popularly accepted there. That can only be explained by fashion or cultural difference.

In the United States, one of the nationwide mobile providers, Nextel, merged with Sprint in 2003. Before the merger, Nextel ranked fifth or sixth in the US market, which was pretty close to the bottom of the list of nationwide providers. Nextel had a unique business model and some attractive services, such as Push-to-Talk (PTT) which is also marketed as “Walkie-Talkie from coast to coast.” This uniqueness gave Nextel the possibility of keeping its core customers and a considerable profit margin, but it also kept Nextel from expanding its customer base. Just before the merger, Nextel still had to cover the US with limited base stations. All the phones that Nextel carried had external antenna and most of them even had a whip in the antenna assembly.
To some, the external antenna is like a dinosaur and belongs to the last century. However, this is not necessarily true. With the adoption of MIMO (multiple-input and multiple-output) technology in handsets, external antennas might see their renaissance in the future. Another important reason for not writing off the external antenna is that there is a lot of mature and valuable knowledge in the designing of external antennas. Much of this knowledge can be applied to or referred to by designs of state-of-the-art internal monopole and ceramic antennas.

3.1 Stubby Antennas

There are mainly two kinds of external antennas: stubby antenna and whip-stubby antenna. A stubby antenna extrudes from a phone and does not have any movable parts. Earlier in the mobile phone’s history, all stubby antennas were helix antennas made of copper wire or copper-coated steel wire (music wire). From the mechanical point of view, a helix antenna is the same as a spring coil and they can be cheaply made by the same machines and tools. When mass-produced, spring coils cost a few pennies a piece, so the helix antenna is a considerable cost-effective solution. A spring coil has a round cross-section, so a helix antenna normally possesses a column shape. That is why it has the name of “stubby.”

Latterly, stubby antennas have all kinds of cross-sections, many of them are not made of helix and they are meander line antennas made of flex circuits. From an electrical point of view, a helix antenna is similar to a meander line antenna. It is not too difficult to master meander line antennas when you know helix antennas well.

Figure 3.1 shows some production stubby antennas. We will discuss the design of some of them in this section.

3.1.1 Single Band Helix Stubby Antenna

Before discussing the single band stubby antenna, let’s take one step back. Let’s start from the radiation of an infinitesimal current element. A detailed exposition of this is found in the classic textbooks [1, 2, 3, 4]. The conclusion drawn in those books is directly borrowed here. In a word, any current can generate radiation.

Figure 3.2 is a matched transmission line system. On the left side is a signal generator with a source impedance of $Z_0$. On the right side is a load whose impedance is also $Z_0$. A transmission line of parallel wires with characteristic impedance $Z_0$ connects the signal generator and the load. In a system like this, impedances at both interfaces, between the signal generator and the transmission line and between the transmission line to the load, are perfectly matched. The electromagnetic energy transfers from the generator to the load through a pure form of traveling wave. Whenever energy travels in a transmission line, it induces currents. Can we draw the conclusion that a transmission line radiates? The answer is no. A transmission line
does not radiate in its designated working frequency band, which is from DC (direct current) to a certain frequency point. To explain that, we need to investigate the current distribution in a matched transmission line system.

Figures 3.3a–d are transient current distributions at four different phase angles, 0°, 90°, 180°, and 270° respectively. The current distribution varies with a period of 360°. The length of the transmission lines shown in all four figures is one wavelength. The
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arrows in the figures represent the direction of currents. The length of each arrow represents the current’s amplitude at corresponding location. Figure 3.3a shows the transient current distribution when the phase angle is $0^\circ$. It can be seen from Figure 3.3a, there are currents in both wires of the transmission line. The current in the same wire reverses its direction every half-wavelength. At any given location, the currents in both wires are always the same in amplitude and the opposite in direction.

In theory, each current can generate a radiating electromagnetic field in the whole space. However, if the working frequency is low enough, the two currents in opposite directions generate two radiating electromagnetic field with complete reversed polarities. Based on the superimposition principle, the actual electromagnetic field induced by a transmission line is zero everywhere. That means a transmission line cannot radiate at low frequency.

Figure 3.3b shows the transient current distribution when the phase angle is $90^\circ$. Compared to Figure 3.3a, it is clear that the electromagnetic wave is propagating along the transmission line in a purely traveling wave mode and the propagating direction is from left to right. In Figure 3.3b, currents in both wires are also the same in amplitude and the opposite in direction. So the transmission line still cannot radiate at low frequency. Similarly, currents in Figures 3.3c and d cannot radiate.

Based on Figures 3.3a–d, let’s try an interesting exercise. Try to imagine an animated film; in the film, the current distribution starts as shown in Figure 3.3a, then the current continuously spreads to the right until it appears to be same as the current shown in Figure 3.3b. Keep the current moving to pass the status shown in Figure 3.3c, Figure 3.3d, and then Figure 3.3a again to finish a full cycle. This practice can help us better understand the process of energy propagation in a transmission line.

There is always a distance difference between any given location to these two wires. As is well known, the electromagnetic wave travels with a limited speed and the phase of an electromagnetic wave varies $360^\circ$ every wavelength. When the frequency is so high that the signal’s wavelength is comparable to the gap between
two wires, the phase difference caused by the gap cannot be ignored, then that $180^\circ$ relationship is also broken and the transmission line starts to radiate.

Next, let’s look at a transmission line without a load. Using a water pipe as an analogy, similar to a water pipe which can constrain the water’s flow without leaking, a transmission line can constrain energy’s flowing without radiating. In our real life experience, one can let the water out by turn on the faucet. Is it possible to radiate electromagnetic energy from the transmission line by simply removing the load or terminator shown in Figure 3.2? The answer is still no. Unlike water which can flow through a faucet, electromagnetic wave spreading to the right is completely reflected back at the location of the open circuit. The reason for the reflection is due to the mismatch between the characteristic impedance $Z_0$ and the impedance of the open circuit, which is $+\infty$. A detailed explanation is omitted here and can be found in references [1, 2, 3, 4].

The incident wave propagating to the right and the reflected wave spreading to the left match in the transmission line to form a standing wave. Figure 3.4 shows the transient current distributions of a standing wave on an open circuit transmission line. Figure 3.4a–d are transient current distributions at four different phase angles. At the right end of the transmission line of all four figures is the open circuit, and the current is always 0. In the middle of the transmission line which is half a wavelength away from the open circuit there is another spot where the transient current is always 0. In fact, in all locations where the distance to the open circuit is an integral multiple of half a wavelength, the transient currents there are always 0. The terminology of all these points is the wave node. At all locations where the distance to the open circuit is an odd multiple of a quarter of wavelength, the absolute amplitude of current is always the maximum. These points are called the wave crest. Because a standing wave is formed by superposition of both an incident and a reflected wave, its maximum amplitude is twice as much as the maximum amplitude of the incident wave.
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**Figure 3.4**  
Transient current distribution of standing wave on an open circuit transmission line
Now we can look at the transient current of a standing wave. In Figure 3.4a when the phase angle is $0^\circ$, the current at all places along the transmission line is 0. Then amplitudes of current at all places start to increase proportionally. However, the wave is not traveling and it always stays in the same place. The absolute amplitudes of current at all locations reach their extreme when the phase angle is $90^\circ$, which is shown in Figure 3.4b. The maximum current appears at all wave crests. The current is twice as much as the current shown in Figure 3.3 when the signal generator injects the same amount of power.

Similar to Figure 3.3, the current in the same wire reverses its direction every half a wavelength. At any given location, the currents in both wires are always the same in amplitude and the opposite in direction. It is obvious that those currents cannot generate a radiating field. After the phase angle passes $90^\circ$, amplitudes of current at all places start to decrease proportionally. They become 0 again when the phase angle is $180^\circ$, as shown in Figure 3.4c. They reach another extreme at $270^\circ$, as shown in Figure 3.4d. Comparing Figures 3.4b and d, it can be seen that although currents in both status reach their extreme, the directions of the current are all reversed.

So far, we have stated that a matching transmission line does not radiate and neither does an open circuit transmission line. It is easy to prove that a short circuit transmission line or a transmission line with any kind of loading could not radiate.

To design something to radiate, we have to find some structures which can carry currents, and far fields generated by these currents do not totally cancel each other. Figure 3.5 shows a dipole antenna fed by a parallel wire. Actually this structure can also be converted from an open circuit transmission line. By bending wires at the
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open end of the transmission line by 90° and keeping them apart, we get the structure shown in Figure 3.5. To decide the current on the dipole antenna, we need Kirchhoff’s current law, which states that in an electric circuit the algebraic sum of all the currents flowing out of a junction is zero. Without loss generality, we can assume the current on the top wire is going toward the right. Based on Kirchhoff’s current law, the current direction on the top arm of the dipole is up. Because the currents are always in the reverse direction on wire pairs of a transmission line, the current on the bottom wire is to the left. Then the current direction on the bottom arm of the dipole can also be decided and this is up.

It is now clear that the current directions at any given location on both arms of the dipole are all the same. Instead of canceling each other out, fields generated by currents enforce each other in the outer space. By bending the end of transmission line, we obtain an antenna. To be able to radiate effectively, a basic dipole antenna has to meet another requirement, which is that the total length, L, needs to be half a wavelength.

Figure 3.6 shows a simulation result of a dipole antenna. The antenna’s length, L, is designed to be half a wavelength at f₀. In the simulation, a 50 Ω is used as the source impedance of signal generator. The simulated frequency range is from 0 to 8f₀. The Y axis in Figure 3.6 is the reflection coefficient, for which the lower the better. There are two X axes. The upper X axis is the relative frequency normalized by f₀, which is from 0 to 8. Because the frequency is inversely proportional to the wavelength, the X axis can also be represented by the wavelength. The lower X axis is the ratio between the antenna length L and wavelength λ.

![Figure 3.6](image-url) Reflection coefficient of a dipole antenna
It can be seen from Figure 3.6, a dipole antenna cannot cover all frequency bands. It only periodically achieves good matching. Here, a reflection coefficient lower than $-5\,\text{dB}$ is considered good matching. Based on the theory with some simplifications, besides the base frequency $f_0$, a half-wavelength dipole also radiates well at $3^* f_0$, $5^* f_0$, and any odd multiple of the $f_0$. That can be verified by the simulated results shown in Figure 3.6. One might notice that the resonant frequencies of simulated result are around but not exactly at the odd multiple of $f_0$. That is the usual difference between theory and practice. In theory, everything is perfect. In reality, the end of the dipole antenna always has some distributed capacitance which effectively loads the antenna and makes the resonant frequency lower. However, in practice, it is not really an issue at all, we can just tune the antenna length to get the right frequency.

Figure 3.6 can also be described from the wavelength point of view. When the dipole length is half a wavelength, it is well matched. When the length of a dipole is $1.5\lambda$, $2.5\lambda$, and any odd multiple of half a wavelength, it can also effectively radiate. Shown in Figure 3.7 are current distributions of a dipole antenna at $f_0$ and $3^* f_0$. The rightmost graph is the color bar of current amplitude. At frequency $f_0$, there is only one standing wave. The current’s amplitude is 0 at both ends of the antenna and it reaches the maximum in the middle, where the feed point is. At frequency $3^*f_0$, there are three standing waves. The current’s amplitude reaches the maximum at three locations. As shown in Figure 3.7b, the current on the antenna alternatively changes directions. Based on these two current distributions, it should be easy to work out distributions of other higher order modes.

The phenomenon of multiple resonances of a single antenna is very important and is widely used in designing multi-band antennas. We will leave this topic to later sections. For now, we’ll focus on the lowest resonant frequency $f_0$.

![Current distributions](image)
Although a dipole used to be a widely adopted antenna form factor in the wireless communication industry, it is too cumbersome to be used in today’s mobile phones. As a quantitative example, a dipole needs to be 182 mm long at 824 MHz, which is the band edge of the US cellular band. This length is much longer than any phone currently on the market, so we definitely need something shorter.

Using the dipole antenna shown in Figure 3.5 as the starting point, we can get the structure shown in Figure 3.8a by expanding the bottom arm of a dipole antenna. Then we can remove the transmission line and replace it with a signal source directly placed between the top “normal” arm and the bottom “fat” arm. The final transformed new antenna structure is shown in Figure 3.8b. It may still look like a dipole antenna, but the name of the antenna changes to monopole antenna now, because from the point of view of a system engineer or a project manager, the bottom arm does not belong to antennas. In a real phone, the bottom arm actually is a piece of the printed circuit board (PCB), where all the circuit components, such as all kinds of integrated circuits (IC), resistors, capacitors, and inductors are mounted. Except for a few matching components, an antenna engineer can change practically nothing on that board. The board’s specific dimensions, such as length, width, and thickness, are all decided by engineers from other disciplines.

A PCB board normally has a multi-layer structure. It is composed of layers of insulating sheet and copper traces laminated by pressing processes. In the mobile phone industry, four-layer, six-layer, and eight-layer boards are widely used. The number of layers shows how many layers of copper traces it has. To eliminate noise and electromagnetic compatibility issues, normally there is a ground layer
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inside the PCB lamination. From the antenna’s point of view, the ground layer is the dominant radiator and the whole board can be simplified as one piece of metal.

In a structure as shown in Figure 3.8b, only the top arm is considered an antenna, so the total length of a monopole antenna is a quarter of a wavelength instead of the half a wavelength required by a dipole antenna. But we must always remember that the PCB is the other half of an antenna. Without a PCB, any monopole antenna would not work. The size of a PCB should be larger than an antenna, otherwise the antenna might have problems at low frequency.

For the purpose of comparison, the simulated results of a dipole and a monopole antenna are shown in Figure 3.9. The total length of the half a wavelength dipole is 180 mm, and each arm is 90 mm. The resonant frequency of the dipole antenna is 790 MHz, which is lower than the 830 MHz predicted by the half a wavelength assumption. The length of the quarter of a wavelength monopole antenna is 90 mm. The PCB on which the whip monopole is installed is simulated by a perfect conductive sheet with the dimensions of 70 mm × 120 mm as shown in Figure 3.8b. Although both the dipole and the monopole have identical top arms, the resonant frequency of the monopole antenna is 690 MHz, which is lower than the dipole’s. That is due to the effect of the PCB. Compared with a dipole antenna which has a 90 mm-long bottom arm, the PCB is 120 mm long and it makes the whole radiating structure bigger and drives the resonant frequency lower.

Although a whip monopole antenna is only half the size of a dipole antenna, it is still too big to be used as a fixed antenna on a mobile phone. Now it is the time for helix monopole antennas to enter the stage. As we know that the resonant frequency of a monopole antenna is roughly decided by the length of wire, it is quite natural to
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think about coiling the wire round to make a helix. Figure 3.10 shows a helix. The critical dimensions to define a helix include the pitch P, the diameter of the helix D, the diameter of the metal wire d, and the total number of turns N.

The total wire length $L_{total}$ of a helix can be expressed by Equation (3.2):

$$L_{total} = N \times \sqrt{(\pi D)^2 + (P)^2}$$  \hspace{1cm} (3.2)

The total height of a helix H can be expressed by Equation (3.3):

$$H = N \times P$$  \hspace{1cm} (3.3)

By adjusting D, P, and N, any required length can be obtained. However, even with the same wire length, different helixes have different frequency response. Some parametrical studies will be presented in following figures to demonstrate the effect of different parameters.

Figure 3.11 shows three 90 mm-long helixes with the same helix diameter of 6 mm and wire diameter of 1 mm. It can be seen from Equation (3.2), if the diameter of the helix is fixed, only the pitch and number of turns can be adjusted. The helix (a) has 3.5 turns and a pitch of 15.5 mm. The helix (b) has 4 turns and a pitch of 12 mm. The helix (c) has 4.5 turns and a pitch of 7 mm. The total height of helixes (a), (b), and (c) is 61.3 mm, 48 mm, and 31.5 mm respectively. Figure 3.12 shows the drawing of the helix (c) with a PCB which is identical to the one shown in Figure 3.8b. All three helixes are simulated with the same PCB.

Figure 3.13 is the simulated results of a whip monopole and three helixes when installed on the same PCB. The result of whip monopole is the same as shown in Figure 3.9. Although all four antennas have the identical wire length, 90 mm, their resonant frequencies are different. With the decrease of an antenna’s total height, the resonant frequency of the antenna shifts higher. However, the resonant frequency of a helix antenna is still much lower than a whip monopole with the same height. For example, the helix (c) resonates at 1.16 GHz and a 31.5 mm tall whip monopole resonates at 1.6 GHz.
Figure 3.11 Three 90 mm-long helixes with the same diameter of 6 mm

Figure 3.12 Helix (c) installed on a PCB
Figure 3.14 shows three 90 mm-long helixes with the same height of 31.5 mm and wire diameter of 1 mm. The diameters of helixes (a), (b), and (c) shown in Figure 3.14 are 9 mm, 7.5 mm, and 6 mm respectively. By fixing the height of a helix and the diameter of the helix, there is only one combination of pitch and number of turns which can produce the required total length. In Figure 3.14, the pitch of the helix (a) is 10.5 mm and the number of turns is 3. The pitch of the helix (b) is 8.8 mm and the number of turns is 3.58. The pitch of the helix (c) is 7 mm and number of turns is 4.5. The helixes (c) shown in both Figures 3.12 and 3.14 are identical.

Figure 3.15 is the simulated results of four antennas. The results of the whip antenna and helix (c) are identical to those shown in Figure 3.13. They are included for the convenience of comparison. Once again, four antennas with the same length have different resonant frequencies. When the height is fixed, an antenna with larger helix diameter has lower resonant frequency. However, the effect of helix diameter is much less than the effect of helix height. By increasing the helix diameter from 6 mm to 9 mm, the total volume of the helix is more than doubled. The frequency variation
due to that amount of volume change is only 6.5%. When the helix height changes from 31.5 mm to 61.5 mm, the volume change is less than two times, but the frequency varies 36%.

So far, we have studied several different helixes under one constraint, which is that the total length of helix is always 90 mm. As a summary, whenever we try to coil a fixed length wire up to make a helix, the smaller the helix, the higher the resonant frequency. If the volumes of two same-length helixes are also the same, the resonant frequency of the taller and thinner one is always lower.

The ultimate goal when designing a helix antenna is to replace a whip monopole antenna, so a helix antenna must have the same resonant frequency as the one it needs to replace. To compensate for the frequency shift that any helix antenna inheres, the total wire length of a helix should be longer than the whip one it replaced. When the height and diameter of a helix are fixed, its resonant frequency can be tuned by adjusting the helix’s turns. Based on Equation (3.3), its pitch also needs to be inversely proportionally adjusted.

As an example, a helix antenna with a height of 31.5 mm and a diameter of 6 mm is parametrically studied. By proportionally adjusting the number of turns and the pitch, different resonant frequencies can be obtained. Shown in Figure 3.16 is the simulated result of resonant frequencies vs. number of turns. By adjusting the helix’s turns from 2 to 10, the resonant frequency changes from 1.45 GHz to 0.68 GHz. To replace a 90 mm whip monopole antenna, which is resonant at 0.69 GHz, a helix antenna needs roughly 10 turns when $H = 31.5$ mm and $D = 6$ mm.

Figure 3.17 shows the simulated result of resonant frequencies vs. wire’s length of helixes. The simulated cases used in Figure 3.17 are identical to those used in Figure 3.16. However, the X axis in Figure 3.17 is replaced by the helix’s length calculated by Equation (3.2). It is clear in Figure 3.17, to obtain the 0.69 GHz resonance...
resonant frequency, the total wire length of the helix is 190 mm, which is more than twice the length of a 90 mm whip monopole.

In the real world, to design a whip monopole or a helix monopole antenna, one really does not need any parametrical study. To design a whip monopole, just cut a quarter-wavelength copper wire and solder it to the device. The resonant frequency should be lower than the theoretical one. That is what we want. We always start the tuning process of a monopole antenna at a lower frequency. Lower frequency means a longer radiator. It is much easier to cut copper wire off to shift the frequency up than to put wire back in.

When designing a helix antenna, the height and the diameter of the helix are normally already decided by industrial design (ID) engineers. For those not familiar with various disciplines of engineering, industrial design is a combination of applied
art and applied science, whereby the aesthetics and usability of mass-produced
products may be improved for marketability and production. They are the number
one “enemy” who make antenna engineers suffer. They always want to remove any
cosmetic trace of the existence of an antenna, and they are the ones who want to wrap
the whole antenna with a shiny stainless steel cover. The “enemy” number two is
mechanical engineers. They are responsible for creating the cosmetic design
generated by industrial design engineers. Due to the consistent pressure from the
marketing department to make mobile phones smaller and slimmer, mechanical
engineers always find themselves in an embarrassing situation; it seems that there is
never enough space to squeeze all the stuff in. Naturally, mechanical engineers will
conspire to “steal” space allocated to antennas. To be an antenna engineer, part of the
job’s responsibility is to convince all the others that there is a undisputed reason for
the reserved antenna volume and to communicate the minimum volume that must be
retained in order to achieve the required antenna performance.

Similar to a whip antenna, to design a helix antenna, we can start with a half a
wavelength wire, and then coil it to the wanted diameter and stretch it to the required
height. This should generate a resonant frequency lower than what we want. The
tuning process is cutting a little of the helix and stretching it to the correct height.
Repeat the process until the correct frequency response is obtained.

As a demonstration, we will design two single band antennas, a whip and a helix,
for phones used in the US market. That means that both antennas need to have a
working frequency band covering 824 MHz to 894 MHz. A reflection coefficient less
than $-10 \text{ dB}$ is used here as the specification to calculate the bandwidth. Through the
cutting and measuring processes, the dimensions of the whip and the helix can be
decided. The final dimensions of both antennas are shown in Figure 3.18. Both
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**Figure 3.18** Dimensions of two antennas designed to cover 824 MHz to 894 MHz
Antennas are made of 1 mm copper wire. The whip antenna is 70 mm tall. The dimensions of the helix antenna are: \( H = 20 \text{ mm} \); \( D = 6 \text{ mm} \); \( P = 2.67 \text{ mm} \) and \( N = 7.5 \) turns. The total wire length of the helix is 142 mm.

Shown in Figure 3.19 are the reflection coefficient results of both the whip antenna and the helix antenna. The reflection coefficient of the whip clearly shows a double resonance. The explanation for this phenomenon can be found in Section 3.5. The gray line segment is the specification line, which is \(-10 \text{ dB} \) from 824 MHz to 894 MHz. The return loss of the helix meets the specification. All return loss value of the whip antenna is above \(-10 \text{ dB} \), which means the original whip antenna cannot meet the specification even at a single frequency point.

Does Figure 3.19 give us enough information to make the judgment on whether the helix antenna has a better performance than the whip antenna? Not really. When we talk about an antenna’s performance, we actually refer to both its efficiency and its bandwidth. To evaluate an antenna’s efficiency, an anechoic chamber must be used. To predict an antenna’s bandwidth, the locus of impedance shown in a Smith Chart is required. Shown in Figure 3.20 are the locus of impedance of both antennas. Two band edges, 824 MHz and 894 MHz, are marked in both Figures 3.20a and b. It is clear that the bandwidth of both antennas can be improved by adding matching circuits.

Among the many factors which decide an antenna’s achievable bandwidth, the following two are the most important and have the most influence:

- The length of impedance locus between two band edges. The shorter the length is, the easier it is to achieve wide bandwidth. What a normal matching circuit does is move the locus of impedance around on the Smith Chart. If an antenna has long
impedance’s locus, whenever one of the band edges is matched, the other band edge moves out of the center of the Smith Chart. Of course, the bandwidth expanding techniques introduced in Chapter 2 can be used to bend an impedance locus, thus achieving a wider bandwidth. As shown in Figure 3.20a, the locus length of the whip antenna between 824 MHz and 894 MHz is quite short, so it is quite easy to significantly improve the whip’s bandwidth by a matching network. On the contrary, the locus length of a helix antenna is relatively long, thus only limited improvement can be achieved through matching.

- The distance from impedance locus to the center of the Smith Chart. This distance actually is the amplitude of reflection coefficient $\Gamma$ introduced in Chapter 2. The center of the Smith Chart corresponds to $|\Gamma| = 0$. The outermost boundary of the Smith Chart corresponds to $|\Gamma| = 1$, which means total reflection. It is obvious that the lower $\Gamma$ is, the easier it is to achieve wide bandwidth. To move the impedance further on a Smith Chart, the frequency response of the matching circuit is steeper; as a consequence, the antenna bandwidth is narrower. It must be remembered that the distance to the center is not linearly related to the achievable bandwidth. Any impedance on the circle of $|\Gamma| = 0.5$, which has a reflection coefficient of $-6\, \text{dB}$, is still pretty easy to match. As a comparison, the achievable bandwidth of an impedance on the circle of $|\Gamma| = 0.9$ is extremely narrow.

Combining the impact of both factors, it is safe to say that the whip antenna has a much wider bandwidth than the helix antenna.
Two circuits shown in Figure 3.21 are used to match the whip antenna and the helix antenna respectively. Both of them are simple two-element matching. For fairness of comparison, both circuits use the same topology.

Shown in Figure 3.22 are the reflection coefficient results of the matched whip and the matched helix. With a matching circuit, the $-10 \text{ dB}$ bandwidth of the helix antenna increases from 80 MHz to 110 MHz. Meanwhile, the bandwidth of the matched whip increases to 560 MHz, and it covers 0.74 GHz–1.3 GHz.

It is now clear that it is not a free lunch to compress an antenna into a smaller volume. With the decrease of the antenna’s volume, the bandwidth shrinks rapidly. For a helix antenna, decreasing the diameter D or the height H shrinks its bandwidth. However, decreasing a helix’s height has more impact on its bandwidth.

Some might have noticed that there are dual resonances in the whip’s frequency response. This is due to both its unsymmetrical structure and its wideband characteristic. The whip and the PCB are two equivalent arms of a dipole antenna. They are different in dimension, so each of them has their own resonant frequency. When both
resonances have a wideband characteristic, their combined frequency response has
dual resonances. That happens to be the case in a whip antenna. In comparison, a
helix antenna is also asymmetric, but the bandwidth of a helix is so narrow that its
frequency response conceals the resonance of a PCB. This is the reason why a small
helix antenna always has a clean impedance locus.

Shown in Figure 3.23 are the impedance’s loci of the matched whip and the
matched helix. It can be seen that the loci between 824 MHz and 894 MHz of
both antennas are well positioned in the center of the Smith Chart. As a comparison,
the original impedance in Figure 3.20b passes by the center from the right side
of the Smith Chart. The locus of the matched helix moves around the center of the
Smith Chart. That brings the whole locus closer to the center and thus provides
wider bandwidth. Due to the wide frequency scale, it may not seem clear in
Figure 3.22, a matching network still improves the helix antenna’s bandwidth by
about 30%.

Figures 3.24a–c are 3D radiation patterns of an ideal half-wavelength dipole
antenna, a whip antenna and a helix antenna respectively. The axis of the dipole
antenna is aligned to the Z-axis. The 3D pattern of the dipole looks like a donut. As
shown in Figure 3.24a, due to its axial symmetrical property, a dipole’s pattern is also
axial symmetrical and has its peak located in the XY-plane. In Figures 3.24b and c,
the axis of the whip and the helix are also aligned to the Z-axis. The PCBs of both the
whip and the helix are placed in the YZ-plane. Both Figures 3.24b and c have the
same angle of view as Figure 3.24a. It is clear that radiation patterns of both still have
a null around Z-axis, but patterns are no longer symmetrical and are slightly tilted to
different directions.
For the simplicity of studies, most antennas simulated in the book do not include plastic covers or supports. In practice, these features are necessary to ensure the antennas’ mechanical robustness. The dielectric constant or permittivity of commonly used plastics is around 2.6~4.5. Due to the loading effect of plastics, the resonant frequency of an antenna decreases. This frequency shift can easily be compensated for by making the antenna radiator shorter. The more important issue related to plastic is loss. Different plastics have different loss properties, which has the potential to degrade the antennas’ efficiency significantly. If the difference in efficiency of an antenna with plastic and without plastic is more than 1 dB, we need to investigate the plastic. Of course, the antenna in both cases needs to be well tuned.

Shown in Figure 3.25 are the simulation results of a helix antenna with and without a plastic cover. The permittivity of the plastic is 3.2. The diameter of the plastic part is 9 mm and the height is 23 mm. For the purposes of comparison, the result of the antenna shown in Figure 3.18b is also included. In Figure 3.25b, the solid line is the result of the original helix and the dashed line is the response after the helix is insert-molded by plastic. Due to the loading effect, the resonant frequency shifted from 850 MHz to 730 MHz.

Figure 3.24 Three-dimensional radiation patterns at 850 MHz
The following guidelines are given as the summary of helix antennas’ design:

- Whip or helix antennas must be installed on a PCB to work properly.
- The height of a helix antenna is the most important parameter, which decides the antenna’s performance. Taller is better.
- The diameter of a helix antenna also influences its performance. Larger is better. However, the diameter of the helix’s wire has limited impact on its performance. Larger diameter can slightly improve the bandwidth.
- When a plastic support or cover is used, the antenna’s resonant frequency shifts lower, and it must be compensated for.

3.1.2 Multi-Band Helix Stubby Antenna

When the penetration rate of mobile phones started to take off in the early 1990s, it seemed that the allocated frequency bands, 824–894 MHz in the United States and 880–960 MHz in Europe, would soon run out of channels. Countries around the world began allocating new frequency bands to accommodate the rapidly increased demand. Around 1995, Europe allocated 1710–1880 MHz and the United States allocated 1850–1990 MHz as the new personal mobile communication bands respectively.

As a consequence, single-band antennas finally reached the end of their life span. Any antenna needs to support at least two frequency bands. In the United States, that means 824–894 MHz and 1850–1990 MHz. In Europe, that means 880–960 MHz and 1710–1880 MHz. A world phone, also called a tri-band or quad-band phone, needs to support bands in both continents.
3.1.2.1 Multi-Branch Multi-Band Stubby Antenna

It has been demonstrated that a whip or a helix can function as an antenna. By putting two such radiating elements together, what we get is a multi-band antenna.

Figure 3.26 shows a two-branch stubby antenna. As shown in Figure 3.26b, the antenna is composed of an outer helix and an inner straight wire. Two radiating elements are connected together at the bottom. The heights of the whip and the helix are identical, both are 30 mm long. The helix’s diameter is 6 mm; its pitch is 6 mm and it has 5 turns. Both elements are made of 1 mm-diameter copper wire.

Shown in Figure 3.27 is the simulated reflection coefficient of the antenna. Around 0.9 GHz MHz, it has a clean sharp resonance, which is marked as (1). From 1.7 GHz to 2.9 GHz, the antenna has a wide response with several resonances, which is marked as (2). At 2.49 GHz, there is another sharp resonance, which is marked as (3).

Shown in Figure 3.28 are radiation patterns of the two-branch stubby antennas. At the low band, which is 0.88 GHz in this case, the radiation pattern is similar to a dipole’s. The radiation is mostly generated by the vertical current along the ground plane. The vertical polarized electrical field $E_\theta$ is the dominant field component. At the higher band, which is 1.80 GHz, the $E_\theta$ and $E_\varphi$ have the same order of

Figure 3.26  Two-branch multi-band stubby antennas
amplitude. The field of $E_q$ is mostly generated by the current along the longer edge of the ground plane and the current on the antenna element. The field of $E_w$ is mostly generated by the current along the top horizontal edge of the ground plane, which explains why the radiation pattern of $E_w$ has a null along $\pm Y$ directions. Shown in Figure 3.28e is the radiation pattern of the total E field at 1.80 GHz. At the high band, the ground plane is relatively large compared with a quarter of a wavelength, thus some portion of current flows down along the vertical edge of the ground in a traveling wave’s form factor, which in turn generates a downward-tilt radiation pattern. For cellular phones, it is quite safe to assume that at high frequency bands the peak of radiation pattern always tilts downward, away from where an antenna is installed.

The frequency response of a two-branch stubby has the contributions of both radiating elements. To distinguish the effects of two individual radiators and their mutual impact, the helix and the whip are separately simulated. Shown in Figure 3.29 are simulation results of a whip-only antenna and a helix-only antenna. Both antennas have identical specific dimensions like the antenna shown in Figure 3.26. In the figure, the helix-only antenna has two resonances, which are at 1.1 GHz and 2.9 GHz respectively. These two resonances correspond to modes of $f_0$ and $3^* f_0$. The whip-only antenna has a resonance between 1.5~2.8 GHz. Comparing Figures 3.27 and 3.29, we can tell that resonances (1) and (3) in Figure 3.27 are generated by the helix and the resonance (2) is the contribution of the whip. When we put the two elements together, the helix is loaded by the whip, so resonant frequencies of both resonances (1) and (3) are 10% lower than its standalone version. The helix’s bandwidth in both bands is also narrowed.

Now let’s study a little bit more about the resonance (3) shown in Figure 3.27. From the return loss point of view, the helix resonance at 2.49 GHz, where the
resonance (3) is found, has the best matching in the 1.7–2.9 GHz band. One might assume that the antenna also has the best efficiency at this frequency point. Unfortunately, this assumption is not correct. At 2.49 GHz, the antenna has the worst efficiency in the band.
Shown in Figure 3.30 is the radiation efficiency of the dual-branch antenna around 2.49 GHz. The simulated frequencies are zoomed in on the 2.0~2.7 GHz range. The radiation efficiency is defined as the ratio between radiated power and accepted power by the antenna. Thus the radiation efficiency does not count in the mismatch loss. To simulate the loss effect, a block of lossy material (20 mm*20 mm*35 mm) is used to enclose the antenna. The permittivity of the material is 1 and its loss tangent is 0.01. The worst efficiency occurs at 2.49 GHz. Between 2.45 GHz and 2.55 GHz, the radiation efficiency is less than 80% and the reflection coefficient shown in Figure 3.27 is better than −10 dB. When the frequency is far from the 2.49 GHz,
although the return loss value is around $-7\,\text{dB}$, the radiation efficiency is better than 95%.

The reason for the low efficiency is not due to the helix element itself. The antenna efficiency is around 95% at 0.9 GHz, which is the first resonant frequency of the helix. The efficiency drop is due to the mutual impact between whip and helix. As shown in Figure 3.29, the whip itself has a quite wide resonance between 1.5 GHz to 2.8 GHz. Outside the close range of 2.49 GHz, the resonance of the two-branch antenna is mostly contributed by the whip. At 2.49 GHz, both the whip and the helix can resonate, that induces a self-resonance between themselves. In a whip and helix structure, the helix has a narrower bandwidth and it is outside the wideband whip, that makes its self-resonance stronger. When self-resonance happens, substantial amounts of energy are stored in the approximate area around the antenna. If an antenna is made of lossy material, which is always the case, this kind of self-resonance dissipates the signal energy on the lossy material.

When designing an antenna, we need to avoid the self-resonance frequency. It will be shown in the next section that the second resonance of a helix does not have to be $3/f_0$ and we have the means to move the helix’s higher order resonance out of the working bands.

Now, let’s finalize the design of the dual-branch antenna to provide tri-band coverage. The antenna needs to cover 824–894 MHz, 1710–1880 MHz, and 1850–1990 MHz. Shown in Figure 3.31a is the original impedance locus. The locus marked by hollow rectangular markers is the low band segment and the one marked by hollow circular markers is the high band segment. The filled circle is 2490 MHz,
which has the best matching and worst efficiency. The matching circuit for this antenna is shown in Figure 3.31b. The original antenna already has a decent reflection coefficient at the low band, so the matching circuit is mostly for the high band.

Shown in Figure 3.32a is the impedance of the matched antenna. It is clear that the matching circuit moved both the high and low band. However, it moves the high band further. When designing an antenna, we always want to use the simplest matching circuit. That requires an integrated design procedure including both matching circuits and radiating elements. A matching circuit might shift an antenna’s resonant frequency.

---

**Figure 3.32** Matched dual-branch stubby antenna
frequency, so it is not necessary to fine tune the original antenna’s frequency before a matching circuit is designed. After making the antenna roughly resonate at the right frequency, we can start to design the matching circuit. Then it is time to tune the antenna again. It normally takes a few iterations to get a satisfying design.

The results shown in Figure 3.32a are the result after a few iterations of tuning procedures. The 824–894 MHz band is well positioned near the origin of the Smith Chart. The best matched frequency in the lower band is 860 MHz. As a comparison, the best matched frequency in the lower band of the original antenna, as shown in Figure 3.31a, is 900 MHz and its low band locus is offset toward the lower half of the Smith Chart.

Figure 3.32b is the simulated reflection coefficient result. The two thick lines mark the $-10$ dB of 824–894 MHz and 1710–1990 MHz bands. The antenna barely meets the $-10$ dB specification at the low band and has large margin at the high band.

To tune the lower resonant frequency, we can adjust the total length of the helix. By decreasing the total turns of the helix and increasing the pitch accordingly, we can decrease the total length of the helix while keeping its height. Shown in Figure 3.33 is a parametric study of the impact of helix length. All three antennas have the same height and use the same matching network. The solid line represents the normal antenna. The dashed line and dotted line represent antennas with helixes 0.4 turns shorter and 0.4 turns longer respectively. It is clear that the helix’s length mostly affects the lower band and it does not have too much impact on the 1.6–2.2 GHz band.

One might already have figured out that by adjusting the length of the whip, the higher band can also be tuned. In fact, the effect of the whip is a little bit more complex. As already shown in Figures 3.27 and 3.29, the whip also has a loading effect on the helix. When adjusting the whip, the lower band also shifts, so iterative tuning procedures of both bands have to be performed.

![Figure 3.33](image)

**Figure 3.33** Tuning the lower resonance by adjusting the helix
In the following example, we will design a quad-band antenna to cover 824–894 MHz, 880–960 MHz, 1710–1880 MHz, and 1850–1990 MHz bands. The antenna has the same outside dimensions as the tri-band antenna shown in Figure 3.26b. By simply looking at the reflection coefficient of the tri-band antenna shown in Figure 3.32b, we can tell it is not difficult to design a quad-band antenna. To understand why, we must first understand one of the most important trade-offs in antenna design, which is the trade-off between different bands.

To master the art of designing any type of multi-band antennas, we must at least learn two techniques. The first is how to generate multiple resonances and how to tune their frequency separately, which we have already discussed. The second is how to trade off the bandwidth between different bands.

Sometimes one might find an antenna does not meet the specifications in one band and has a huge margin in the other band. This most likely means the antenna’s design engineer does not understand the bandwidth trade-off of that kind of antennas. For most antennas, such a trade-off is always possible.

For a dual-branch antenna, the critical parameter when exchanging bandwidth is the height ratio between helix and whip. The height ratio between a whip and a helix is in direct proportion to their bandwidth ratio, as shown in Equation (3.4):

$$\frac{H_{\text{whip}}}{H_{\text{helix}}} \propto \frac{\text{Bandwidth}_{\text{whip}}}{\text{Bandwidth}_{\text{helix}}}$$

(3.4)

Shown in Figure 3.34a is the optimized quad-band antenna. The height of the antenna, which is now decided by the height of the helix, is still 30 mm. The length of the whip has decreased to 26 mm. After iteratively adjusting the helix and the matching circuit, a quad-band coverage is achieved. The final helix has 4.6 turns and its pitch is 6.52 mm. The matching network is shown in Figure 3.34b.

Shown in Figure 3.35 is the reflection coefficient of the quad-band antenna. The reflection coefficient of the tri-band antenna is also included for comparison. By decreasing the whip’s length, the $-10$ dB bandwidth of the lower band increases from
70 MHz to 136 MHz. In the meantime, the $-10$ dB bandwidth of the high band decreases from 830 MHz to 470 MHz.

In fact, the quad-band antenna we have just designed still does not fully exploit the potential of the antenna’s volume. There are different ways to expand the working bandwidth of both bands simultaneously. Shown in Figure 3.36a is one such example, it is an antenna with a metal base. The metal base is 10 mm long. The height of the helix is 20 mm long. This antenna has the same outer dimension as both antennas discussed above. Shown in Figure 3.36b is the antenna’s matching network. Compared with the quad-band antenna, the antenna with a metal base has an even wider bandwidth at both low and high bands.

The following guidelines are given as the summary of multi-branch helix antennas’ design:

- The higher and lower resonances of a dual-branch antenna are relatively independent. The whip decides the frequency of higher resonance and the helix decides the lower one.
- The bandwidth between higher and lower band can be exchanged by adjusting the relative height between the whip and helix. Increasing the height of one can expand its corresponding bandwidth
- The metal base can be used to expand the bandwidth of both bands.

Shown in Figure 3.37 is a dual coil helix antenna. It is also a multi-branch antenna. The center wire is replaced by a coil. As shown in the mechanical drawing, two coils and the metal contact are effective radiators. All plastic parts are used for the purpose of mechanical durability. By looking at the design, it is easy to tell that more consideration was given to the low band.
Figure 3.36  Antenna with a metal base

Figure 3.37  Dual coil helix antenna (Reproduced with permission from Shanghai Amphenol Airwave, Inc.)
3.1.2.2 Single-Branch Multi-Band Stubby Antennas

In this section we are going to introduce multi-band stubby antennas composed of only one piece of wire. To generate multiple resonances on a single radiator, the higher order mode of that radiator must be used. The concept of a dipole antenna’s higher order modes has been detailed in Figure 3.6. The conclusion is that if the resonant frequency of a half wavelength dipole antenna is \( f_0 \), the dipole can also be resonant at \( 3f_0 \), \( 5f_0 \) and all other odd multiples of \( f_0 \).

The higher order mode resonances are not an exclusive property of dipole antennas. A helical antenna also has the similar characteristic. In fact, higher order modes are nothing unique and they exist in all kinds of antennas.

Let’s start from dual-pitch antennas. As it is a widely used antenna configuration, several companies hold related patents [5, 6, 7]. Shown in Figure 3.38 are three variants of six-turn helixes. All of them have same diameter (6 mm), total height (30 mm), and number of turns. They are all fed from the bottom. Shown in Figure 3.38a is a uniform pitch helix. Shown in Figure 3.38b and Figure 3.38c are two dual pitch helixes. The dual-pitch #1 helix has two turns of large pitch (10 mm) and 4 turns of small pitch (2.5 mm). The height of the large pitch and the small pitch segments are 20 mm and 10 mm respectively. The #2 helix is similar to the #1 except its large pitch segment is at the bottom.

Shown in Figure 3.39 are results of above three helixes. Let’s use the uniform helix as the base line. The first resonance of the uniform helix is at 0.95 GHz and the second one is at 2.5 GHz. That means the second resonance is at \( 2.6f_0 \) instead of \( 3f_0 \). This is due to the asymmetric characteristic of the structure, which is composed of both a helix and a PCB. By compressing the bottom portion of a uniform helix and stretching its top portion, we have the #1 antenna. Compared with the uniform helix, the #1 antenna resonates at a lower frequency at the low band and at a higher frequency at the higher band. On the contrary, the #2 antenna has a reverse relationship to the uniform helix. It has a higher resonant frequency at the low band and a lower resonant frequency at the higher band.

![Figure 3.38 Three variants of six-turn helixes](image)

Antenna Design for Mobile Devices
Listed in Table 3.1 are the ratios between the second and the first resonant frequencies of all three antennas. It is clear that we can separate the first and the second resonant frequencies by squeezing the bottom portion of a helix. If we squeeze the top portion of a helix, we can make two resonant frequencies closer.

In Figure 3.30, we discussed the efficiency drop of a whip–helix antenna due to the helix’s second resonance. It is obvious that by using a dual-pitch helix, the second resonance can be moved around to avoid any negative impact inside the working band.

In the North American market, a dual-band antenna needs to cover 824–894 MHz and 1850–1990 MHz, which has a relative ratio of 2.2. In the European market, an antenna covers 880–960 MHz and 1710–1880 MHz, the relative ratio is 2.0. Both standards require a ratio less than 2.6, which is the ratio of a uniform pitch helix. So for mobile phone antennas, what we need are dual-pitch helixes with a squeezed top portion.

<table>
<thead>
<tr>
<th>Antenna type</th>
<th>Ratio between second and first resonant frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uniform</td>
<td>2.6</td>
</tr>
<tr>
<td>Dual-pitch #1</td>
<td>3.3</td>
</tr>
<tr>
<td>Dual-pitch #2</td>
<td>2.1</td>
</tr>
</tbody>
</table>

Figure 3.39  Simulated reflection coefficients
There are many parameters which can be adjusted in the design of dual-pitch antenna. The effect of some parameters is the same for both uniform and dual-pitch helixes. Such parameters include the helix’s height, the total wire’s length, the number of turns, and the helix’s diameter. All of them have been investigated elsewhere and are not discussed here.

Now let’s focus on the two most important issues of antenna designing: (1) How to tune frequencies?; (2) How to exchange bandwidth? Let’s start with the first one. As we already know, by adjusting the total length of a helix’s wire, the lowest frequency can be changed. To be able to tune both the low and high bands simultaneously, what we need is a way to adjust the ratio between the first and the second resonance. This can be achieved by changing the pitch ratio between two segments.

To illustrate the effect of pitch ratio, three antennas as shown in Figure 3.40 are simulated. All three helixes have the dimensions except the pitch ratio. They have two turns of large pitch helixes and four turns of small pitch helixes; the total height is 30 mm. There are slight differences in wire length ($\approx 117$ mm), which can be calculated by Equation (3.2), among three helixes. The effect of this length difference can be ignored.

The antenna shown in Figure 3.40b is the same one shown in Figure 3.38c, and it is used as the normal sample. The pitch ratio between the large and small pitches are 8, 4, and 1.75 for three antennas respectively.

Results of three helixes are shown in Figure 3.41. By adjusting the pitch ratio, we are able to change the ratio between the first and the second resonance. The frequency ratios between the second and the first resonances of three helixes are 1.7, 2.1 and 2.5 respectively. When the pitch ratio changes, the frequency of the first resonance is relatively stable and the second resonance drifts in a wide range.

Now let’s discuss how to exchange bandwidth between bands. The critical parameter here is the ratio of number of turns between large-pitch and small-pitch

![Figure 3.40](image-url)  
**Figure 3.40** Effect of different pitches
portions. All three helixes have the same height, diameter and number of turns. The antenna shown in Figure 3.42b is the same one shown in Figure 3.38c, and it is again used as the normal sample. In this comparison, the heights of both small-pitch and large-pitch portions are kept unchanged, which are 10 mm and 20 mm respectively. What is changed is how many turns of the helix are put in each portion. In the top portion, three antennas have 3, 4, and 5 turns of helix respectively. One might have noticed that when the turn-ratio changes the pitch-ratio also changes. As a result, when the bandwidth is exchanged between low and high bands, their frequency ratio is also altered. It is obvious that an iterative procedure must be included to compensate for this effect.

Figure 3.41  Simulation reflection coefficients

Figure 3.42  Effect of different turns on small pitch portion
As shown in Figure 3.43, by decreasing the number of turns at the large-pitch segment, we are able to decrease the bandwidth at the lower band in exchange for wider bandwidth at higher band. The antenna shown in Figure 3.42a has the widest low band and the narrowest high band. On the contrary, the antenna shown in Figure 3.42c has the narrowest low band and the widest high band. As the median sample, the Figure 3.42b antenna’s bandwidth at both bands is moderate among all three.

Now let’s use the helix shown in Figure 3.40a as the radiator element to finalize a quad-band antenna design. The antenna also needs to cover the 824–894 MHz, 880–960 MHz, 1710–1880 MHz, and 1850–1990 MHz bands. Shown in Figure 3.44 is the original impedance locus of the Figure 3.40a antenna. The locus marked by hollow rectangular markers is the low band segment and the one marked by hollow circular markers is the high band segment. Compared with a dual-branch antenna, as shown in Figure 3.31a, the impedance locus of a single-branch helix is more regular. At a very low frequency, the antenna is too small to have any effect, so the antenna likes an open circuit and its impedance is close to infinity. At each resonant frequency, the antenna’s impedance moves through a circle. There are three circles in Figure 3.44, they correspond to resonance at 0.95 GHz, 1.7 GHz, and 3.1 GHz respectively, as shown in Figure 3.41.

Shown in Figure 3.45a is a 3-element matching circuit and Figure 3.46a is the matched impedance with this circuit. Shown in Figure 3.45b is a 4-element matching circuit and Figure 3.46b is the matched impedance with this circuit.

Shown in Figure 3.47 are results of the matched Figure 3.40a antenna. Both matching circuits can meet the −10 dB quad-band specification. The bandwidth of the low band of a 3-element matching marginally meets the specification, which can
Figure 3.44  Impedance of the original Figure 3.40a antenna

Figure 3.45  Matching circuits for the Figure 3.40a antenna

Figure 3.46  Impedance of the matched Figure 3.40a antenna
also be observed from Figure 3.46a, as both bands are not centered in the Smith Chart. By increasing one more matching component, the antenna’s matching is improved. In reality, to decide which matching is better, some chamber efficiency measurements are necessary. Because the extra component also introduces extra losses, only chamber measurements can evaluate these two counteracting effects.

So far we have discussed dual-pitch helixes. Of course, you can make a multi-pitch helix, which introduces more design variables and makes the design procedure more complex. In my opinion, it is not necessary to use multi-pitch helixes in a dual band design. Only when you need to cover multiple separated frequencies, say, 1 GHz, 2 GHz, and 5 GHz, can multi-pitch helixes be considered. You can also use a whip-helix antenna introduced in Section 3.1.2.1. By replacing the uniform helix with a dual-pitch helix, the lowest and highest band can be covered. By adjusting the whip’s length, the middle band can also be covered.

The following guidelines are given as the summary of dual-pitch antenna’s design:

- Although the parametrical studies are omitted on the effect of the height and diameter of dual-pitch antennas, they are all critical parameters which affect bandwidth. Increasing a helix’s height can significantly expand its bandwidth; the only issue here is nobody likes a big antenna. Increasing diameter can moderately increase bandwidth.

- The frequency of the first resonance is mostly decided by the total length of the wire. The second resonance can be adjusted by changing the pitch ratio between small-pitch and large-pitch segments.

- To exchange the bandwidth between low and high bands, the ratio between the number of turns at small-pitch and large-pitch segments needs to be changed.

- Similar to the structure shown in Figure 3.36a, a metal base can increase an antenna’s bandwidth.
Besides the dual-pitch helix, there are other ways to achieve dual resonance. The helix-loaded whip antenna, as shown in Figure 3.48, is one such example. For a traditional helix load whip, the helix is located on the end of a whip and extends upwards. The total height of such an antenna equals the sum of the heights of helix and whip. The helix load whip introduced here is different, and the helix goes downwards. That makes the antenna smaller; the antenna’s height equals the height of the whip.

For this antenna, we will focus on the frequency tuning technique. To exchange bandwidth between bands, the distance between whip and helix needs to be changed. If the diameter of the helix is fixed, the whip must be biased from the axial line of the helix. An asymmetrical part like that is not easy to manufacture, so we will not discuss how to design it.

Shown in Figure 3.48 are three helix load whips. All of them have the same height (30 mm), the helix’s diameter is 6 mm and number of turns is 4. They are all made of 1 mm diameter copper wire. The difference between them is the pitch of helix, which is 3 mm, 5 mm, and 7 mm for the #1, #2, and #3 antennas respectively. The total wire lengths of three antennas are almost same, which are 109 mm, 111 mm, and 113 mm respectively.

Shown in Figure 3.49 are the reflection coefficient results of the three antennas. By stretching the pitch of the helix from 3 mm to 7 mm, the antenna’s low band resonant frequency shifts from 1.02 GHz to 0.87 GHz. In the meantime, the high band resonance maintains a relative stable location. The overall effect of changing the helix pitch is to adjust the frequency ratio between low and high bands. The other tuning parameter is the total wire length. By decreasing or increasing the wire length, the high and low bands can be simultaneously shifted higher or lower. Combining both parameters, we are able to allocate low and high bands to any required frequencies.

Now let’s use the helix load whip structure to design a quad-band antenna. The antenna also needs to cover 824–894 MHz, 880–960 MHz, 1710–1880 MHz, and
1850–1990 MHz bands. The antenna used here is 30 mm tall. It has a 3.5 turn and its pitch is 8 mm. Shown in Figure 3.50a is the original impedance locus. The locus marked by hollow rectangular markers is the low band segment and the one marked by hollow circular markers is the high band segment. Shown in Figure 3.50b is a two-element matching network. The network is mostly for the high band’s matching. However, it still shifts the resonant frequency at a low band even lower. To compensate for the shift, the original antenna is tuned to resonate at 940 MHz.

Figure 3.49  Simulated reflection coefficients

Figure 3.50  Matching a helix-loaded whip
Shown in Figure 3.51a is the impedance of the matched antenna. Figure 3.51b is the reflection coefficient of the matched antenna. The antenna’s reflection coefficient is $-9.5$ dB at the band edge of the low band and it does not meet the $-10$ dB specification. However, it has a huge margin at high band. The $-10$ dB bandwidth of the high band is more than 1 GHz, it covers from 1.71 GHz to 2.83 GHz.

The high band’s reflection coefficient of an unmatched helix-loaded whip antenna is only around $-5$ dB, as shown in Figure 3.49. If we only look at the return loss result, it is very easy to get a false impression that this structure has limited bandwidth at high band. The wide band property at the high band can be easily
observed on the Smith Chart, because the locus is concentrated in a very small area. This example reminds us whenever we design an antenna; we need to use two legs, both reflection coefficient results and impedance locus on the Smith Chart should be utilized.

Shown in Figure 3.52 is a production single-branch stubby antenna. The coil and the metal contact are effective radiators. All the plastic parts are used for mechanical purposes. The snap finger is a feature to mechanically mate an antenna to a phone. In this design, the snap finger is integrated with the plastic cover and molded onto the antenna in one shoot.

Now let’s check out one more way to design a dual-band antenna. Shown in Figure 3.53 are three whip load helixes. The antenna is changed from a uniform-pitch helix by attaching a straight vertical segment to the end of helix. All three elements have the same dimensions apart from the whip length. They are 30 mm tall. The diameter of helixes is 6 mm. The pitch is 6 mm and the number of turns is 5. The whip

![Figure 3.52](image)

**Figure 3.52** Single-branch stubby antenna (Reproduced with permission from Shanghai Amphenol Airwave, Inc.).

![Figure 3.53](image)

**Figure 3.53** Three variants of whip-loaded helixes
length is 15 mm, 20 mm, and 25 mm for the loaded helix #1, #2, and #3 antenna respectively. The total wire length is 117 mm, 122 mm, and 127 mm respectively. For the same reason as the helix load whip antennas, only frequency tuning techniques are discussed here and the means of exchanging bandwidth are omitted.

Shown in Figure 3.54 are the reflect coefficient results of the three antennas. By increasing the whip’s length, the resonant frequencies of both low and high band become lower. Between the two bands, a whip has more impact on the high band. When the whip grows 10 mm (from 15 mm to 25 mm) the resonant frequency at the high band shifts 430 MHz (from 2.10 GHz to 1.67 GHz). And the ratio between the two bands changes from 2.0 to 1.83. The other tuning parameter is the total wire length. By decreasing or increasing the wire length, the high and low band can be simultaneously shifted higher or lower. Combining both parameters, we are able to allocate low and high bands to any required frequencies.

As a comparison, the whip-loaded helix in Figure 3.53c is used to design a quad-band antenna. Shown in Figure 3.55a is the original impedance locus. Shown in Figure 3.55b is a two-element matching network.

Shown in Figure 3.56a is the matched antenna’s impedance. The Figure 3.56b is the reflection coefficient of the matched antenna. The antenna meets the $-10$ dB reflection coefficient specification of both bands with some margin.

So far, three single-branch multi-band antennas, the dual-pitch helix, the helix-loaded whip, and the whip-loaded helix have been introduced. A rational question one may ask is which we should select. For the convenience of comparison, the results from Figures 3.47, 3.51, and 3.56 are combined into Figure 3.57. It is clear that the bandwidth of the helix-loaded whip is the narrowest at the low band and the widest at the high band. On the contrary, the whip-loaded helix has the widest and narrowest bandwidth at the low and high bands respectively. The bandwidths’ difference of three antennas at low band is limited, but their difference at high band is significant.

![Figure 3.54 Simulated reflection coefficients](image-url)
The bandwidth of a dual-pitch antenna can be adjusted by many parameters, so it is quite easy to design an antenna with well-balanced low and high bands. The potential issue with this kind of antenna is in the production. The antenna is sensitive to the pitch variation, especially at the small pitch segment. For example, if an antenna has a pitch of 1.5 mm and its wire diameter is 1 mm, then the smallest gap between the wires is only 0.5 mm. A 0.1 mm variation means 20% change on the gap. When designing a dual-pitch antenna, remember to give it enough margin on bandwidth.

The helix-loaded whip has an impressive wide high band. With enough height, it is easy to design an antenna whose high band is able to cover 1.575 GHz–2.5 GHz, which includes GPS (1575 MHz), DCS(1710–1880 MHz), PCS(1850–1990 MHz), UMTS(1920–2170 MHz), and Wireless LAN/Bluetooth(2400–2484 MHz). The shape of a helix-loaded whip may look difficult to make, in fact it only costs a few pennies (US$) if an experienced vendor can be found. The disadvantage of this antenna is its narrow bandwidth at low bands. If the bandwidth at low bands is critical, choose one of the others.

The whip-loaded helix has the narrowest high band. That is not always a disadvantage. Due to concerns about electromagnetic compatibility, sometimes a limited bandwidth is a good thing. A wideband antenna can pick up many out-band interferences and might radiate undesired noise. From a mechanical point of view, a whip-loaded helix antenna has a large pitch, so it is insensitive to manufacturer’s tolerance. In a whip-loaded helix, the longest part is the helix, so it is possible to design an antenna which is easy to assemble. By making the helix longer and then pushing it into an assembly, the helix’s spring force can guarantee a good contact.

**Figure 3.55** Matching a whip-loaded helix
between itself and other metal parts. As a counterexample, a helix-loaded whip requires some crimping processes to assemble the metal wire part into the whole assembly, because the whip, which is the longest bit, cannot provide any spring force.

3.1.3 Ultra-Wide Band Stubby Antenna

In 2002, the Federal Communications Commission (FCC) allocated the spectrum from 3.1 to 10.6 GHz for unlicensed UWB measurement, medical and communication applications [8]. Many papers [9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22]
have reported various different UWB antennas. At the lowest frequency of the UWB band, a quarter of a wavelength is less than 25 mm. In this application height is not a critical issue, variations of discone antennas or planer disk antennas have been proposed.

Shown in Figure 3.58 is a wide-band cylindrical monopole antenna proposed by Professor Kin-Lu Wong [19]. The antenna consists of two major portions: an upper hollow cylinder and a lower hollow cone. Shown in Figure 3.59 is the measured and simulated return loss of this antenna.

**Figure 3.57** Comparison among three single-branch multi-band antennas

Figure 3.58  Wide-band cylindrical monopole antenna (a) Geometry of the proposed wide-band cylindrical monopole antenna (b) Front view (c) Side view (© 2005 IEEE. Reproduced from K. L. Wong and S. L. Chien, “Wide-band cylindrical monopole antenna for mobile phone,” *IEEE Transactions on Antennas and Propagation*, 53, no. 8, pp. 2756–2758, © 2005, with permission from Institute of Electrical and Electronics Engineers (IEEE).)
In the following we will introduce an ultra-wideband stubby antenna that covers all current cell phone communication bands from 824 MHz to 6 GHz [23,24]. The antenna has a volume of $5 \times 8 \times 30 \text{mm}^3$. The antenna is made of a folded V shaped stamped sheet metal, which can be easily manufactured and folded to form a three-dimensional shape.

It is well known that tapered structures can exhibit wide band properties. Bi-conical, disc-conical, and bow-tie antennas [25], as shown in Figures 3.60a and b, can easily achieve ultra-wide band coverage. For these kinds of antennas, however, the total length of antenna determines the lowest working frequency and the precision of the tapered feature near the feeding point determines the highest operating frequency.

![Figure 3.59](image_url)  
*Figure 3.59* Measured and simulated return loss (© 2005 IEEE. Reproduced from K. L. Wong and S. L. Chien, “Wide-band cylindrical monopole antenna for mobile phone,” *IEEE Transactions on Antennas and Propagation*, 53, no. 8, pp. 2756–2758, © 2005, with permission from Institute of Electrical and Electronics Engineers (IEEE.).)

![Figure 3.60](image_url)  
*Figure 3.60* Transformation from a bi-conical antenna to a UWB stubby antenna
For a discone antenna with the lowest working frequency of 800 MHz, the length and
the diameter of the antenna are all about 160 mm. The size of this antenna is, therefore,
too large to be integrated into modern mobile devices that operate in the GSM850 and
GSM900 bands. One way to reduce the size of the antenna is to use a matching circuit to
compensate for the high capacitance of the antenna at the lower frequency band. This
technique enables a good impedance matching over extended frequency band. The
antennae design described here, as shown in Figure 3.60c utilizes this approach.

Figure 3.61 is the mechanical drawing of the antenna. The antenna consists of a
piece of stamped sheet metal as shown on the right side of Figure 3.61 and folded into
a three-dimensional shape. The length of the antenna is L, the width is W, the height
is H, and the taper angle is $\theta$. The dimension of the FR4 PCB is 0.8 mm x 50 mm x
90 mm. A C-clip is used to make contact between the antenna and the feed point on
the PCB. The C-clip is 3 mm tall and has a 2 mm x 3 mm footprint.

When designing an antenna for a real phone, the PCB size, C-clip height, and
antenna size are mostly determined by industrial design engineers. In this example,
those parameters that are important to antenna performance were parametrically
studied. Data presented in this example can be used as a guideline to predict the
antenna performance and also as a support claim when negotiating antenna dimen-
sions and design alternatives with industry design engineers.

Although a matching network can be used to obtain good impedance matching, the
antenna efficiency at the low band is still highly correlated to the antenna’s VSWR or
return loss when no matching network is used. An antenna cannot achieve good
performance if the original VSWR is too high. When designing the proposed
antenna, the goal is to first optimize the antenna dimensions to obtain a reasonably
low VSWR response in the lower band and also acceptable VSWR values in the
1.5~3 GHz and 5~6 GHz bands without a matching network. Matching networks are
then used to improve and bring the VSWR values in the lower band into the acceptable range.

Figure 3.62 shows four antenna variants of the proposed UWB stubby antenna. All four variants have the same W, H, L, and \( \theta \). The difference between the four variants is the number of sides of the antenna. Antenna #1 includes all four sides, and the number of sides in antenna #2, #3, and #4 are reduced to three, two, and one side, respectively.

Figure 3.63 shows the simulation result of VSWR values for the four antenna variants. It is important to mention at this point that in Figures 3.63–3.66, all data presented are simulation data which do not include the use of a matching network. After obtaining an optimized antenna design based on these simulations, a matching network will be designed and used to obtain good impedance matching across all bands. The design procedure includes changing the antenna dimensions W, H, L, and the taper angle \( \theta \). To better distinguish the VSWR difference of various designs at

**Figure 3.62**  Four antenna variants

**Figure 3.63**  VSWR vs. antenna variants shown in Figure 3.62 W = 8 mm, H = 5 mm, L = 30 mm, C-clip height = 3 mm, \( \theta = 30^\circ \)
the lower band, a logarithmic scale was used on the frequency axis (X axis) in all VSWR vs. frequency plots.

For the results shown in Figure 3.63, all four antennas have the same dimensions of \( W = 8 \text{ mm}, \ H = 5 \text{ mm}, \ L = 30 \text{ mm}, \ \text{C-clip height} = 3 \text{ mm}, \) and \( \theta = 30^\circ \). As may be seen from Figure 3.63, VSWR values above 1.8 GHz of all four variants are similar, however, VSWR values below 1.8 GHz have significant differences. At the edge of the lower band, that is, at 824 MHz, the VSWR values of antennas #1, #2, #3, and #4 are 8.7, 8.9, 11.6, and 16.1 to 1, respectively. Therefore, the structure of antenna #1 has the best electrical performance at the lower band and will be used to continue this parametric study.

Figure 3.64 shows the simulation results illustrating the impact of the taper angle \( \theta \) on the antenna’s VSWR. All three antennas have the same dimensions of \( W = 8 \text{ mm}, \ H = 5 \text{ mm}, \ L = 30 \text{ mm} \) with a C-clip height = 3 mm, except for the antenna taper angle, which varies between 10° and 50°. From these results it may be seen that the taper angle has little impact on the lower band, but it does change the response in the higher band. Figure 3.64 also shows that the taper angle can be used to balance the VSWR values between the 2.5–3 GHz and 5–6 GHz bands. When increasing the antenna taper angle from 10° to 50°, the VSWR from 5–6 GHz is improved from 4.1:1 to 2.5:1, but the VSWR from 2.5–3 GHz is degraded from 3.2:1 to 4.2:1. The taper angle of 30° has a balanced VSWR of 3.5:1 in both bands, thus is used as the optimal angle to carry out the rest of the optimization simulations.

Figure 3.64  Antenna VSWR vs. different taper angle \( W = 8 \text{ mm}, \ H = 5 \text{ mm}, \ L = 30 \text{ mm}, \ \text{C-clip height} = 3 \text{ mm} \) (© 2008 IEEE. Reproduced from Z. Zhang, J. Langer, K. Li and M. Iskander, “Design of ultrawideband mobile phone stubby antenna (824 MHz–6 GHz),” *IEEE Transactions on Antennas and Propagation*, 56, no. 7, pp. 2107–2111, © 2008, with permission from Institute of Electrical and Electronics Engineers (IEEE).)
Figure 3.65  VSWR vs. antenna width and height $L = 30$ mm, C-clip height = 3 mm, $\theta = 30^\circ$ (© 2008 IEEE. Reproduced from Z. Zhang, J. Langer, K. Li and M. Iskander, “Design of ultrawideband mobile phone stubby antenna (824 MHz–6 GHz),” IEEE Transactions on Antennas and Propagation, 56, no. 7, pp. 2107–2111, © 2008, with permission from Institute of Electrical and Electronics Engineers (IEEE).)

Figure 3.65 shows the simulation results of three antennas with different widths and heights. The three antennas have different widths and heights, which are $4 \text{ mm} \times 7 \text{ mm}$, $5 \text{ mm} \times 8 \text{ mm}$, and $6 \text{ mm} \times 9 \text{ mm}$ respectively. All three antennas have the same length $L = 30$ mm, C-clip height = 3 mm, and $\theta = 30^\circ$. When the height and width of the antenna increase, the higher band performance does not significantly change while the lower band performance of the antenna improves. At 824 MHz, the VSWR of antennas with dimensions of $4 \text{ mm} \times 7 \text{ mm}$, $5 \text{ mm} \times 8 \text{ mm}$, and $6 \text{ mm} \times 9 \text{ mm}$ is 10.3, 8.7, and 7.4 to 1, respectively. Based on these results, an antenna with dimensions of $5 \times 8 \text{ mm}^2$ is selected as a good compromise.

Shown in Figure 3.66 are the simulation results of four antennas with different antenna lengths. The antenna length varies from 25 mm to 40 mm. All four antennas have the same dimensions of $H = 5$ mm, $W = 8$ mm, C-clip height = 3 mm, and $\theta = 30^\circ$. As the antenna length increases, the VSWR of the antenna at the lower band improves significantly. At 824 MHz, the VSWR values of antennas of lengths 25 mm, 30 mm, 35 mm, and 40 mm are 12.9, 8.7, 6.2, and 4.6 to 1, respectively. It is observed that the higher band VSWR does degrade with the change in length, while the lower band’s performance improves, as expected, with the length increase. As a compromise between industry design and antenna performance, a length of $L = 30$ mm is selected for the proposed design. It needs to be mentioned, when the L changes, the optimized $\theta$ might be different from $30^\circ$. The $30^\circ$ is used here just to show the general trends.
A prototype antenna with following dimensions, $H = 5\, \text{mm}$, $W = 8\, \text{mm}$, $L = 30\, \text{mm}$, C-clip height $= 3\, \text{mm}$, and $\theta = 30^\circ$, was manufactured and tested. Generally speaking, the larger an antenna is the better the performance is at the lower frequencies. The lower band efficiency of an antenna is expected to improve with the increase in the antenna size.

Figure 3.67 shows the measured impedance of the prototype antenna before applying the matching network. The dashed line circle inside Figure 3.67 is the 3:1 VSWR circle. There are two markers that indicate the start frequency, 824 MHz, and the stop frequency, 6 GHz, of the desired operating band of the prototype antenna.

To match the lower band of a wide band antenna or a multi-band antenna, only two types of components can be used, which are shunt inductors and series capacitors. The order of those two components is decided by the impedance moving path on the Smith Chart, in this example a shunt inductor must be placed before a series capacitor if looking from the antenna side. Two extra matching components are used to improve the high band performance. When looking from the antenna side, the higher band matching networking includes, first, a 0.3 pF shunt capacitor and then a 1.0 nH series inductor. Figure 3.68a shows the final matching network implemented to achieve a VSWR better than 2.7:1 across the entire band. All four elements are 0402 (1 mm × 0.5 mm) surface mount chip components. Shown in Figure 3.68b is the impedance of the matched antenna. There is some measurement phase error (negative reactance slope) approaching 6 GHz. The reason is when the network analyzer was calibrated, it was calibrated to
the SMA connector of the fixture pigtail instead of the matching circuit on the board. The standard port extension function of the network analyzer was used to simply shift the phase reference point to the matching circuit. That causes the larger phase error in the higher frequency band. To be more accurate, some means of calibration needs to be done instead of using the port extension method.

Figure 3.69 shows the measured VSWR data of the prototype antenna with the matching network. The measured VSWR is below 2.7:1 across the entire band. At
the GSM850&900 (824–960 MHz) band, the VSWR is below 2.1:1. At the 1575–1675 MHz (GPS&DVB) band, the VSWR is below 2.0:1. At the 1710–1990 MHz (DCS&PCS) band, the VSWR is below 1.8:1. At the 1920–2175 MHz (UMTS) band, the VSWR is below 2.5:1. At the 2400–2484 MHz (802.11b/g) band, the VSWR is below 2.5:1. At the 5150–5875 MHz (802.11a) band, the VSWR is below 1.8:1.

Figure 3.69 shows the measured efficiency data. A Satimo® Stargate-64 3D near field chamber was used to measure the efficiency and patterns of the prototype antenna. The efficiency is defined as the ratio of radiated power vs. total available power from power source. Thus, the efficiency value includes all the impacts from mismatch loss, dielectric loss, conductor loss, and matching component loss.

From the results shown in Figures 3.69 and 3.70, it may be noted that at the 824–960 MHz band the efficiency is less than 65% when the VSWR values are better than 2.1:1. The lowest efficiency is actually 55% at 824 MHz and this is where the VSWR value is the highest without the matching network. If better than 55% efficiency is required, the highest VSWR without a matching network at the band edge of 824 MHz will have to be improved in the original design, say, by increasing the antenna height, width and/or length as demonstrated in Figures 3.65 and 3.66.

At the higher band, the overall efficiency is better than that at the lower band because the antenna VSWR at the higher band is quite low even without a matching
network. From 1575 MHz to 6 GHz, an efficiency of 67–88% was achieved. At the 1575–1675 MHz (GPS&DVB-H US) band, the efficiency is 67–72%, while at the 1710–1990 MHz (DCS&PCS) band, the 1920–2175 MHz (UMTS) band, the 2400–2484 MHz (802.11b/g) band, and the 5150–5875 MHz (802.11a) band, the efficiencies are 75–79%, 70–78%, 69–72%, and 70–83%, respectively.

Figure 3.71 shows the measured radiation patterns at 900 MHz and 5500 MHz. At 900 MHz, the antenna is similar to a dipole, which has a dominant polarized pattern $E_\phi$. At higher frequency, because the current can be excited at both vertical and horizontal edges of PCB, the patterns are less polarized.

Shown in Figure 3.72 is a production UWB stubby antenna [23]. The only radiating part is the metal stamping. The snap finger, which is a mechanical feature to mate an antenna with a phone, is integrated with the plastic support. The contact feature is integrated with the metal stamping.

### 3.2 Whip-Stubby (Retractable) Antenna

We briefly discussed whip antennas in previous section and some comparisons between whip and stubby antennas have been given in Figures 3.1–3.20. In general, compared to a stubby antenna or an internal antenna, a whip antenna always has the widest bandwidth and the best performance. However, whip antennas are too
cumbersome to be installed on most phone platforms, except on those phones that existed in the mid-1980s and had an appropriate nickname “brick.” To obtain the benefit of both stubby antennas and whip antennas, engineers invented the whip-stubby antenna, which is also called as retractable antenna. From the name, it is obvious that a whip-stubby antenna is a cross-breed between two different antennas. A whip-stubby usually has a retractable whip. When the whip is extended, because

Figure 3.71 Measured antenna patterns (© 2008 IEEE. Reproduced from Z. Zhang, J. Langer, K. Li and M. Iskander, “Design of ultrawideband mobile phone stubby antenna (824 MHz–6 GHz),” IEEE Transactions on Antennas and Propagation, 56, no. 7, pp. 2107–2111, © 2008, with permission from Institute of Electrical and Electronics Engineers (IEEE).)
the whip is much longer than the stubby, it dominates the radiation and can achieve better performance. When the whip is retracted, the stubby becomes the primary radiator and the performance will degrade to a certain extent. Two different whip-stubby antennas are introduced in Sections 3.3.1 and 3.3.2 respectively. There are many more variants of whip-stubby antennas besides them. If using “retractable antenna” as the keywords, nearly 100 patents can be found in the US patent database.

3.2.1 Decoupled Whip-Stubby Antenna

The decoupled whip-stubby antenna is the most straightforward combination of a whip and a stubby. Figure 3.73 depicts such an antenna. The appearance and mechanical construction of decoupled antennas can vary significantly, however, they are all the same from the electrical point of view, as the whip and the stubby never work simultaneously. In Figure 3.73, all the transparent parts are made of plastic and all the solid parts are made of metal. The whole antenna assembly is composed of two independent radiators, a stubby in the top and a whip in the bottom. To ensure the electrical isolation between two radiators, the length of the plastic separator between radiators must be 5 mm or more. The metal whip is normally made of nickel-titanium alloy.

Figure 3.74 illustrates a decoupled antenna when it is installed on a phone. All the components inside the phone are omitted to better illustrate the antenna. Some mechanical features, such as the spring finger, the C-shape, or S-shape clip, are normally used to make an electrical connection between the metal connector and the feeding pad on a PCB. In Figure 3.74a, it is obvious that in the retracted position
the whip is pulled all the way back and away from the metal connector inside the phone. The helix antenna is the only active radiator. In the extended position shown in Figure 3.74b, the whip makes connection with the metal connector and the helix is electrically floating on the tip of the whip. The whip is the only active radiator in this alternative position.

Figure 3.73  Decoupled whip-stubby antenna

Figure 3.74  A decoupled whip-stubby antenna on a phone
Designing a decoupled antenna is relatively easy, because the two radiators are totally independent, so they can be tuned separately. However, because most phones only have one matching circuit, some extra attention needs to be paid to the design of both antenna and matching network.

The metal connector, which serves as the interface between an antenna and a circuit board, is the critical part in all whip-stubby antennas' design. To demonstrate the effect of the metal connector, two cases are simulated for comparison. Shown in Figure 3.75 are two whip antennas. In the first case as shown in Figure 3.75a, the whip is fed directly. In the second case as shown in Figure 3.75b, the whip is fed indirectly through a metal connector which is 10 mm long and 8 mm in diameter. Both whips are 80 mm long. Similar to the configuration shown in Figure 3.8a, a 70 mm*120 mm metal board is used as the ground plane.

Shown in Figure 3.76 is the simulated reflection coefficients of both cases. It is clear that the metal connector slightly improves the lower band and significantly improves the higher band. Unlike stubby antennas, whips do not have too many tuning parameters besides the whip length and diameter. The length of a whip decides its lowest working frequency. Without the design freedom of metal connectors, we are probably stuck with the higher band response whatever a whip has. Fortunately, there are metal connectors to come to our assistance. Not a lot of skill is required to design a metal connector, larger is always better. As has been demonstrated in earlier sections, a metal connector can also improve the performance of stubby antennas.

### 3.2.2 Semi-Decoupled Whip-Stubby Antenna

Shown in Figure 3.77 is an example of a semi-decoupled whip-stubby antenna. All transparent parts are made of plastic and all solid parts are made of metal. All components inside the phone, including features to make the electrical connection between the metal connector and the feeding pad on a PCB, are omitted to better
illustrate the antenna. The whole antenna assembly is composed of two radiators, a metal whip and a metal helix. The helix portion of the antenna is permanently attached to the phone. The whip can be extended and retracted. In the retracted position, as shown in Figure 3.77a, only the plastic part of whip sits inside the stubby and the metal whip is decoupled from the helix completely. In this position, the helix is the only active radiator. In the extended position, the whip extends all the way out of the phone and the end of whip slides into the metal connector. In this position, both the helix and the metal whip are electrically connected together, so both of them are activated.

Figure 3.76 Metal connector's impact on whip antennas

Figure 3.77 A semi-decoupled whip-stubby antenna on a phone
From an electrical point of view, the design procedure of a semi-decoupled antenna is more complex than a decoupled one and its performance is a little worse. The merit of a semi-decoupled antenna is its robustness. As the stubby of a semi-decoupled antenna is permanently attached to the phone, the antenna assembly has better performance in drop tests and wear-out tests. Usually, the whip portion of an antenna is the weakest point in the whole structure. For a decoupled antenna, if the whip is broken, the antenna might get lost. For a semi-decoupled antenna, there is still a helix in the phone. Of course, different companies have different opinions on this matter, so some of them like decoupled solutions and the others like semi-coupled approaches.

In the retracted position, the helix of a semi-coupled antenna is the only active radiator. In the following example, the dimensions of the PCB, which functions as the ground, are 120 mm × 60 mm. The diameter and height of the metal connector are 8 mm and 10 mm respectively. The total height of the helix is 26 mm. The diameter of the helix is 7 mm. The pitch and number of turns of the helix are 4 mm and 6.5 respectively.

Shown in Figure 3.78 is the simulated response of the helix by itself. The thick solid lines in both figures illustrate the 824–894 MHz and 1850–1990 MHz, which are the presumed low and high bands. It is clear that the resonant frequency at low bands is offcentered, which is purposely designed.

Shown in Figure 3.79 is the antenna’s response when the whip is extended. The metal whip length is 90 mm if measuring from the top of the metal connector. Two narrow resonances, which are marked in both figures, are generated by the helix. As we have discussed in Figure 3.30, at these two frequencies there is strong current on the helix, however, it cannot effectively radiate due to the blocking effect of the
center whip. As a result, the radiating efficiency at these frequencies is pretty low and needs to be avoided.

Shown in Figure 3.80 are the responses of a 90 mm whip by itself. Unlike Figures 3.78 and 3.79, the whip by itself is not a valid working state and the purpose of showing Figure 3.80 is to demonstrate the mutual impact between a whip and a helix. By comparing Figures 3.79 and 3.80, it is clear that due to the existence of the helix, the bandwidth of the whip is shrunk.

**Figure 3.79** Design of the helix-whip (extended position)

**Figure 3.80** The whip by itself
It might seem cumbersome to design a semi-coupled antenna, because so many elements are playing a role here. However, there is a programmatic design procedure which can be followed. When tuning a semi-coupled antenna, we have two goals. The primary goal is to adjust the impedances of both retracted and extended positions so they are in the same area on the Smith Chart. The location of the impedance at different bands can be different, as long as the impedances of the same band stay together. Then a matching circuit can be used to achieve a good impedance matching over all bands. If we tried to deal with the antenna’s two positions separately, most likely it would be that whenever the antenna’s performance in one position was tuned to the best, the performance in the other position would be significantly worse. To achieve a balanced performance, we must treat the impedance of both positions as a whole.

With the priority of the first goal, we still want to design the antenna to obtain a better matching, which is the secondary goal. Because the smaller an antenna’s return loss is, the easier it is to design a matching circuit and the better its efficiency is. With the above two goals in mind, the actual design procedure has the following four steps:

- The first step is designing the whip. There is only one parameter, whip length, that can be adjusted. If a whip’s basic resonant frequency is $f_0$, its next resonance is around $3f_0$. However, the ratio between the 850 MHz and 1900 MHz bands is about 2.2, so it is not practical to design a whip which intrinsically resonates at both bands. In the example shown in Figure 3.80, the whip is tuned at the high band, where its return loss is better than $-8$ dB. At the low band, the return loss is around $-4$ dB.
- The second step is designing the helix. A helix by itself corresponds to the antenna’s retracted position. Our goal is to match the response of the helix to that of the whip at both bands. Techniques for designing a dual-pitch helix can be used to adjust the helix’s response to the desired locations on the Smith Chart. In this example, a uniform helix is used. Because with the help of the metal connector, a uniform helix’s response at both bands already meets our requirement, it is unnecessary to use a dual-pitch design.
- The third step is to put the helix and the whip together, fine tune them, then remove the whip, tune the helix alone, then tune both again. This step might take a few iterations. Some extra attention needs to be paid to those unwanted helix’s resonances shown in Figure 3.79. The helix’s resonances always move lower at the extended position. For a narrow band antenna, as in this example, no special treatment is needed, because the unwanted resonances will shift out of bands as shown in Figure 3.79. For a wideband antenna, the unwanted resonances might still be inside the low end of working bands. In this kind of circumstance, the helix’s resonance must be tuned to a lower frequency and the whip length also needs to be tuned accordingly.
- The fourth step is to design a matching network. We must use the same circuit to match both the retracted and extended position simultaneously. This step is quite straightforward if the impedances of both positions are close enough on the Smith Chart.
Shown in Figure 3.81a is the four-element matching circuit of the final antenna. Shown in Figure 3.81b is the simulated reflection coefficients of both positions. The return losses of all bands at all positions meet the $-10$ dB specification. Beside the bandwidth of the low band in the retracted position, which is marginal, there is large margin in all other situations. The bandwidth in the extended position is more than twice as much as required. In practice, the specifications for retracted and extended position are often different. The performance of the extended position is more critical, because this is the normal usage position. In the meantime, the specification for the retracted position can be relaxed, because all users are aware that the whip should be extended if the call quality starts to degrade. If $-6$ dB is used as the specification for the retracted position, an antenna of the same dimension can cover penta-bands, 850 MHz, 900 MHz, DCS (1800 MHz), PCS (1900 MHz), and UMTS (2100 MHz), with some tweaks.

Shown in Figure 3.82 is a production retractable antenna. The antenna is a semi-decoupled whip-stubby. A dual pitch coil is used as the radiator when the antenna is in retracted position. In the extended position, a metal whip functions as the radiator.
As the whip needs to be fully retracted into the phone, the total whip length must be less than its host’s length. In this specific design, the phone’s length is not long enough for the required band. A telescope tube is added to the design to provide the extra length. The whip slides in and out the telescope tube in the retracted and extended positions respectively.

3.3 Meander Line Stubby Antenna

With the progress of flex circuit technology, industry design engineers started to adopt the stubby antenna with the irregular cross-section. The radiator elements of some of those antennas are made of flex instead of coil. To accompany the flex, meander lines are introduced to replace the coil. The principle of a meander line antenna design is similar to a helix. Figure 3.83 demonstrates the transformation of a multiple branch meander line antenna.

Figure 3.82 Retractable antenna (Reproduced with permission from Shanghai Amphenol Airwave, Inc.)

Figure 3.83 Multiple branch meander line antennas
When using the flex circuit technology, it is easier to implement multiple branches than use coils. Many variants of this type of antennas have been reported. Shown in Figure 3.84 is a dual band antenna for WLAN application [26]. Shown in Figure 3.85 is the simulated and measured reflection coefficients.

Shown in Figure 3.86 is another dual-branch multi-band monopole antenna [27]. Its simulated and measured reflection coefficients are shown in Figure 3.87. Although

Figure 3.84  Dual band antenna for WLAN application (© 2007 IEEE. Reproduced from A. Khaleghi, “Dual band meander line antenna for wireless LAN communication,” IEEE Transactions on Antennas and Propagation, 55, no. 3, pp. 1004–1009, © 2007, with permission from Institute of Electrical and Electronics Engineers (IEEE).)

Figure 3.85  Reflection coefficients (© 2007 IEEE. Reproduced from A. Khaleghi, “Dual band meander line antenna for wireless LAN communication,” IEEE Transactions on Antennas and Propagation, 55, no. 3, pp. 1004–1009, © 2007, with permission from Institute of Electrical and Electronics Engineers (IEEE).)
Figure 3.86  Multi-band monopole antenna (Reproduced from S.C. Kim, S.H. Lee, and Y.-S. Kim, “Multi-band monopole antenna using meander structure for handheld terminals,” Electronic Letters, 44, no. 5, pp. 331–332, © 2008, with permission from IET.)

Figure 3.87  Reflection coefficients (Reproduced from S.C. Kim, S.H. Lee, and Y.-S. Kim, “Multi-band monopole antenna using meander structure for handheld terminals,” Electronic Letters, 44, no. 5, pp. 331–332, © 2008, with permission from IET.)
it may look like a single branch structure, the paths A and B are actually two independent branches.

Shown in Figure 3.88 is a stubby antenna made of flex. The square pattern with a hole on the flex is the feeding point, which connects to a metal spring finger. A metal screw is used to secure the connection between them. Two traces come out of the feeding point. The short trace on the left side is for the high band and the longer one on the right is for the low band. Compared with a coil, a flex provides much more freedom on the trace layout. However, the basic rule still applies. Larger trace area means wider bandwidth. By diverting the available flex area to traces of different bands, the trade-off between bands can be made.

Shown in Figure 3.89 are some variants of multi-pitch meander line antennas. The left variant is quite straightforward. The right one is less conceivable. Both variants shown in Figure 3.89 are on a 2D surface. This type design can be extended to 3D surface.

Shown in Figure 3.90 is a multi-band antenna [28]. It is a 3D design and its design seems quite complex. However, this design is a combination of multi-branch and multi-pitch. This antenna gives a good demonstration of how much design freedom
the flex technology introduces. Just remember, never over-design an antenna. An over-complex antenna will cause trouble in manufacturing and fine tuning later on.

The flex technology is also used in designs of retractable antennas. Shown in Figure 3.91 is a flex-based external antenna [29]. The antenna used a single-branch multi-band flex design. The flex design is similar to the whip-loaded helix antenna as shown in Figure 3.53. However, in a coil-based design, it is quite difficult to change the distance between the center whip and the coil. When adopting the flex technology, this parameter can easily be adjusted. Thus bandwidth between low and high band can also be easily exchanged.

### 3.4 Effect of Ground Plane

So far we have always accepted a ground as it is and then designed antennas around it. On the other hand, it has been demonstrated in Figure 3.8 that a ground isn’t really a ground but one of the two radiation arms of an asymmetric dipole. Thus it should come as no surprise to know that the shape and size of a ground plane have prominent effects on the antenna built on it. Some published articles [30, 31, 32, 33] have investigated the ground effect on a PIFA antenna or an IFA antenna. A straight wire monopole antenna is used here to study the effect. However, one should not count the dimension of a ground plane as a design freedom, because most of the time that dimension is solely decided by a product’s industry design team. Some parameter studies presented here provide quantitative examples to help explain why some antennas work well on one phone but have problems when migrated to other phones. Other examples in this section illustrate some extreme cases when the ground is too small to function well.

The reason for using a monopole instead of a PIFA is to simplify the parameter studies. As shown in Figure 3.92, there are only three significant dimensions: monopole length $L_{\text{ant}}$, ground width $W$, and ground length $L$.

The antenna length, $L_{\text{ant}}$, used in all simulations shown in Figure 3.93 is 70 mm. In Figures 3.93a and b, the width of the ground plane, $W$, is 30 mm. The width is
70 mm for Figures 3.93c and d. For each ground width, three different ground lengths are compared.

In an asymmetric antenna, the resonant frequency is mostly decided by the smaller arm. The larger arm has a significant impact on the impedance, bandwidth and matching, but less effect on the frequency. In practice, sometimes it is quite tricky to decide which one is the short arm. As an example, the ground’s length used in the simulation which generates the short dash curve shown in Figure 3.93b is 40 mm, which is shorter than the monopole’s length 70 mm, but the ground cannot be

Figure 3.90 3D multi-band flex antenna (© 2009 IEEE. Reproduced from H. Kanj and S.M. Ali, “Compact multiband folded 3-D monopole antenna,” *IEEE Transactions on Antennas and Propagation*, 8, pp. 185–188, © 2009, with permission from Institute of Electrical and Electronics Engineers (IEEE).)
considered the short arm. When a ground is small, its effective length can be approximated by the sum of two adjacent edges. In this case, the ground’s effective length is the sum of 40 mm and 30 mm, which is about the same as the monopole. This can also be confirmed by Figure 3.93b. The resonant frequency of the monopole is 1.06 GHz, while a balance dipole with unilateral arm length of 70 mm resonates at 1.07 GHz.

The ground lengths of three curves in Figures 3.93a and b are 40 mm, 80 mm and 120 mm respectively. When the ground length increase, the antenna’s response

Figure 3.91  Retractable antenna made of flex (Reproduced with permission from Shanghai Amphenol Airwave, Inc.).

Figure 3.92  Three critical dimensions
changes from single resonance to dual resonances. In the meantime, the impedance locus shifts toward the left side of the Smith Chart. It is obvious that a ground’s length does have a significant impact on an antenna’s response.

To illustrate the effect of the ground’s width, all three cases shown in Figure 3.93a are simulated again with ground width increased to 70 mm. The results are shown in Figures 3.93c and d. It is clear that an antenna on a wider ground is less sensitive to the ground’s length change.

**Figure 3.93** Effect of ground width and length, $L_{ant} = 70$ mm.
The impact of ground on an antenna can be explained by the intrinsic modes of a ground itself. As shown in Figure 3.94, a 30 mm x 120 mm ground can support various mode at different frequencies. At 0.625 GHz, 120 mm equals to a quarter wavelength and the current on the board represents half a standing wave as shown in Figure 3.94a. In this figure, the size of arrows represents the current amplitude. To obtain the current distributions shown in all three figures, a 70 mm-long monopole is used to excite the ground. The square on the top-left corner is the feeding spot. The current on monopole antennas is omitted in all plots to conserve space. The current shown in Figure 3.94b represents one standing wave. In fact, at 1.25 GHz the current on the ground is composed of both a standing wave and a downward traveling wave. Figure 3.94b is a snapshot of the time-varying current distribution on the board. This snapshot illustrates the idea of current mode quite well. However, it is not an accurate representation of the actual board current at all times. At 1.875 GHz there is one and a half standing waves on the ground. Similar to the current at 1.25 GHz, there are both a standing wave and a downward traveling wave on the board.

When the ground becomes wider, a strong current can also be excited along the shorter edge. That spreads the current more evenly on the ground and thus makes the antenna’s characteristic less sensitive to the ground length variation.

When an antenna is installed on a ground, the final antenna characteristic shows a combined effect of both elements. For example, a dipole with 70 mm unilateral arm length should resonate at 0.93 GHz. By combining a 70 mm-long monopole with a 120 mm-long ground, the antenna resonates at 0.78 GHz and 1.28 GHz respectively as shown in Figure 3.93b.

Besides impedance change, antennas’ radiation patterns also vary when the ground’s dimension is changed. Shown in Figure 3.95a is the radiation pattern of

**Figure 3.94** Ground’s current of different modes, W = 30 mm

(a) 0.625 GHz  
(b) 1.25 GHz  
(c) 1.875 GHz
a 70 mm monopole when it is installed on a 30 mm x 40 mm ground. The radiation pattern is quite similar to the “donut” shape which is the trademark of a half-wavelength dipole antenna. The antenna can provide omni-directional coverage in the azimuth plane and also has its peak gain in that plane.

When fixing other parameters and only increasing the ground length from 40 mm to 120 mm, the antenna’s pattern tilts downward as shown in Figure 3.95b. The tilting is due to the radiation of the downward traveling wave. The mathematical explanation can be found in many antenna books [25], the fact we need to remember here is the radiation pattern of a traveling wave structure always tilts toward the direction which the wave travels. In the case of monopole antennas, when the ground starts to be significantly larger than a quarter of a wavelength, a larger part of the current on the ground starts to take the form of a traveling wave, that tilts the radiation pattern down. On a cellular phone, it means an antenna’s pattern at high frequency bands always tilts downward when the antenna is installed on the upper portion of the phone.

Shown in Figure 3.96 are the results of parameter studies of ground length. The monopole length is 30 mm and its approximate resonant frequency is 2 GHz. Three different board lengths, 40 mm, 80 mm, and 120 mm, are simulated. Shown in Figures 3.96a and b are results of narrow grounds, whose widths are 30 mm. Shown in Figures 3.96c and d are the results of 70 mm-wide grounds. Although the absolute ground dimensions used in Figure 3.96 are identical to Figure 3.95, the monopole length is different, thus the working frequency is different. At 2 GHz, the wavelength is less than half of that at 0.93 GHz, thus from the electrical point of view, the ground’s relative dimension is more than doubled at 2 GHz. That explains why all the results shown in Figure 3.96 are less fluctuating. Comparing Figures 3.96b and d, it is clear that an antenna’s impedance is less sensitive to ground length change when the working frequency is higher.
So far we have discussed the ground’s impact on antennas’ impedance when the ground grows bigger. Logically one will ask what will happen if a ground becomes smaller. Shown in Figure 3.97 are results of a 70 mm-long monopole antenna installed on three small grounds respectively. All three lines in Figure 3.97 illustrate responses of single resonance. With the ground becomes smaller, the resonant frequency shifts higher. One can shift the resonant lower by making the monopole longer, but only to a certain degree. It is quite difficult to achieve the required specification when designing a multi-band antenna on a small ground.

**Figure 3.96** Effect of ground width and length, L\_ant = 30 mm
In summary, although antenna engineers do not have too much freedom in choosing a ground’s dimension, we must be aware that the ground is one of the decisive factors influencing an antenna’s bandwidth, radiation pattern and efficiency. Generally speaking, a larger ground is always better.
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**Figure 3.97** Effect of small ground, $L_{ant} = 70$ mm


Internal Antenna

The internal antenna emerged around the end of the twentieth century and gained its popularity in merely a few years. Nokia was the first mainstream cell phone company who successfully marketed phones with internal antennas. As shown in Figure 4.1, the Nokia 3210, which came onto the market in 1999, was a huge hit and more than 300 million of them were eventually sold around the world. “Candy-bar phones,” a nickname for those phones with internal antennas strongly resonates with the European fashion taste, which appreciates minimalism and sleek curves. With that momentum, Nokia successfully eroded Motorola’s market share in Europe.

After that, there were a few years of de facto draw between Nokia and Motorola, who shared the first and second places on the global chart of cell phone sales. Nokia claimed that it sold the most phones and Motorola insisted that its revenue of cell phones was the highest. Both claims were correct, because Motorola was still holding onto the high-end market. What happened next was quite theatrical. Nokia wanted to use only candy-bar phones to conquer the US market but kept failing. US customers didn’t want to give up their love of flip phones, which had been invented by Motorola. Nokia did not want to develop flip phones and hoped, through advertising and customer education, that Americans’ attitude toward candy-bar phones could be converted in a relatively short period. Sadly, history demonstrates again how strong the persistence of people’s habits is.

Nokia’s love of internal antenna is not really emotional, it is because there are some technical and financial merits inherent in internal antennas. A candy-bar phone with an internal antenna has no moving parts and only one PCB circuit. A handful of screws can securely assemble all the core parts. The front and back cover, which are made of ABS plastic, are snapped onto the core without any screws. When a candy-bar phone is accidentally dropped on the ground, the covers take most of the force. Because there is no screw attached to the cover, there is no extreme stress point. When the force is too strong to bear, the snap feature just breaks loose and absorbs
all energy in the process. After the drop, a candy-bar phone might fall apart, however, nothing is really broken; one can put it all back together and the phone is ready to work again. The robustness of a candy-bar phone is one of critical factors that made Nokia so successful in the markets of the developing countries. Due to the cut-throat competition, the margin of low-tier phones is razor thin, and an increase of field failure rate (FFR) by a small percentage might totally wipe out the profits.

Unlike flip phones, candy-bar phones do not have features such as flip, hinge, board-to-board connector, and so on, the shorter build of material (BOM) of candy-bar phones also means less manufacturing cost. Combining the cost-saving on the stages of both manufacturing and customer service, Nokia can sell a low-tier phone at a price which is lower than Motorola’s cost and still make decent money. For Nokia, moving into the field of flip phones with external antennas meant fighting a war in its enemy’s territory while losing most of its competitive advantage. Nokia’s own wishful thinking was that it could corner Motorola in the US market with candy-bar phones with internal antennas combined with a price war, but apparently this didn’t work.

On the other hand, Motorola did not want to fight in the field of candy-bar phones either. The reason for that is because of Nokia’s fearful logistic capability and its sophisticated global sourcing system. For most components used in Nokia, there is more than one vendor in the supplier pool. By doing this, Nokia can hammer vendors and demand a lower price and mitigate the possible part shortage due to any single vendor’s failure. In the meantime, the possible vendor of any component in the supplier pool is limited to a handful. There is a strict process in place to qualify a potential vendor, only heavyweight players in the according discipline have the possibility of being qualified. The strict screening process ensures the quality of parts used in phones, thus assuring the reliability in phone manufacturing. All these issues might sound quite simple, but in fact it is quite a challenge to implement them successfully.

Finally, both sides moved into their counterpart’s territory. It was a fierce fight, which eventually expanded to new fields with the emergence of new form of factors,
such as slide phones and swivel phones. It now all seems a distant history. When this book was written, in 2009, Nokia claimed more than 40% of the global phone market and Motorola’s market share is wandering in the territory of single digit. With the blow of the current economic crisis, which is the worst since the 1930s, Motorola’s fate does not look bright. However, it will be very sad day if we lose Motorola. After all, it was Motorola who invented the personal wireless communication in the first place. Who knows, a miracle might happen, just as it happened to Apple. In 1997, everything seemed against Apple, the inventor of the personal computer, and bankruptcy seemed its only fate. Then suddenly, with the return of the expelled founder Steve Jobs, everything turned around. Today, Apple is not only thriving in its traditional computer business; it has also become a significant player in the phone business. The iPhone, which Apple released in 2007 and sold more than 10 million in the first year, happens to adopt an internal antenna, which can trace its roots all the way back to the internal antenna invented a decade ago. As for Motorola, best wishes for the future.

Although to a customer, all internal antennas might have the same appearance, that is, no visible evidence of an antenna’s existence, there is more than one kind of internal antennas if we categorize them from a technical point of view. We are going to discuss some of them in this chapter. The aim of this book is to introduce the world of antenna designing. With the knowledge shared in the book, one should be able to design an antenna for most applications. In some tightly constrained applications, such as designing a multi-band antenna in a tiny volume, the antennas introduced here may not be enough to fulfill the requirements. In those circumstances, a book by Professor Wong [1], Planar Antennas for Wireless Communications, provides more advanced techniques to meet such challenges.

### 4.1 Inverted-F Antenna (IFA)

Let’s start with the inverted-F antenna (IFA). We know that a monopole antenna works pretty well for mobile applications. However, the size of a monopole is too big to be adopted in most state-of-the-art phones. Naturally, L-shaped antennas as shown in Figure 4.2 were proposed as a measure to decrease the total height of an antenna. While keeping the total antenna’s length, say, 70 mm, the antenna whip can be bent into an L shape in different positions, thus providing a different separation, G, from the ground plane. The dimension G is a critical parameter which decides the antenna’s impedance. Shown in Figure 4.3 are simulated results of a straight whip antenna and two L-shaped antennas. When the horizontal arm approaches the ground plane, the real part of the antenna’s impedance becomes smaller. That means the impedance locus sweeps a larger circle on the Smith Chart. As the impedance of a straight whip is around 100 Ω, when the whip is bent and approaching the ground, the matching of the antenna is actually improved at first. In this example, the antenna
with the $G$ equaling 14 mm is the best matched one of all three. However, if the separation between whip and ground is less than 14 mm, the matching starts to degrade.

Using the matching techniques discussed in Chapter 1, good matching can be easily achieved. Either a shunt inductor or a shunt capacitor can be used to match the antenna. Shown in Figure 4.4 are simulated results. A lumped inductor is used to match the antenna with $G = 6$ mm. The dashed line, the solid line, and dotted line correspond to three different matching values. For a shunt inductor, a smaller value has more impact on the port impedance. A 6.8 nH inductor provides the best matching.

![Figure 4.2 L-shaped antenna](image)

**Figure 4.2** L-shaped antenna

![Figure 4.3 Impact of separation G on an L-shaped antenna](image)

**Figure 4.3** Impact of separation $G$ on an L-shaped antenna
By replacing the lumped inductor with a grounding metal strip, what we get is an inverted-F antenna (IFA) as shown in Figure 4.5. The shape of the antenna element is like the letter “F” on its side, that is why it is called inverted F. Shown in Figure 4.6 are the results of two IFA antennas. For the sake of consistency, the total whip length of both antennas is kept to 70 mm if measured from the feeding point to the end of the whip. The separations between the feeding and grounding strips are chosen to be 2 mm and 5 mm respectively. Comparing Figures 4.4 and 4.6, it is clear that

![Image of antenna and impedance graphs]

**Figure 4.4** Using a shunt inductor to match the antenna with $G = 6 \text{ mm}$
the grounding strip indeed functions as a shunt inductor. As the inductance of the grounding strip is decided by its total length, when the separation between the feeding and grounding strips becomes shorter, the distributed inductance become smaller, thus the grounding strip has more impact.

As a rule of thumb, whenever the separation between the arm of an IFA antenna and ground gets smaller, the grounding strip must be placed closer to the feeding strip to compensate for the impedance change.

![IFA antenna](image)

**Figure 4.5** IFA antenna

![Impact of separation S on an IFA antenna](image)

**Figure 4.6** Impact of separation S on an IFA antenna
In practice, designing a single band IFA antenna is quite easy. The following are some design steps:

- Start with a strip a little longer than a quarter of wavelength. A 4 mm gap between grounding and feeding strips can be used as the starting point.
- Tune the antenna length to get a resonance, which is slightly lower than the target frequency.
- Check the impedance on the Smith Chart. The impedance must look similar to one of the three curves shown in Figure 4.4. If it resembles the dashed line, increase the gap S. If it resembles the dotted line, decrease S. The solid line is the preferred option.
- Fine tune the antenna length again until the correct resonant frequency is obtained.

Looking at Figures 4.4 and 4.6 more closely, the difference between resonant frequencies can be observed. When the antenna lengths are identical, an L-shaped antenna can work at a lower frequency. To qualitatively explain this, a simplified equivalent circuit of an IFA antenna is given in Figure 4.7. Unlike an L-shaped antenna, whose resonant frequency is decided by its whole whip, only a part of IFA antenna, which is marked by the dark color in Figure 4.7, is the active element. The effect of grounding and feeding strips can be approximated by a shunt inductor and a series inductor respectively. Of course, this is only a coarse simplification, when the distance between feeding and grounding strip become too short, the distributed shunt capacitance between two strips can also play a role in the antenna performance.

As we know that E-fields excited by a whip antenna are always parallel to the whip itself as shown in Figure 4.8a, one might assume that the E-field generated by an IFA

![Figure 4.7](image) Simplified equivalent circuit of an IFA antenna
antenna should rotate 90 degrees, as the whip is rotated 90 degrees. In fact, the rotation of an IFA’s whip has little impact on the polarization of radiation pattern. Similar to monopole antennas, an IFA cannot work by itself. It must be installed on a ground and it is the ground that decides the E-field polarization. As shown in Figure 4.8b, when the ground is vertically placed, the E-field is also vertically polarized.

Shown in Figure 4.9 are simulated 3D radiation patterns of an IFA. The antenna is the same one simulated in Figure 4.6 with \( S = 5 \) mm. Shown in Figure 4.9a is the 3D pattern of \( E_{\theta} \), which is the vertical polarization part of total E field. Figure 4.9b is the \( E_{\phi} \), the horizontal part of the total E-field. The amplitude unit used in both plots is dB. The scale they used is also the same. It is clear that the vertical E field is the dominant radiation component. The peak gain of the vertical E-field is 3.4 dBi. That of the horizontal E-field is only −5.8 dB. At a low frequency, such as 1.05 GHz, the radiation pattern of the ground is similar to a dipole, which is donut-shaped and approximately omni-directional in the azimuth plane. At a higher frequency, because the ground is much larger than one wavelength, the radiation pattern will split. This behavior is similar to that of a monopole antenna. Detailed studies of the ground effect can be found in Section 3.5 and published papers [2, 3, 4, 5].

Figure 4.8 E-field excited by antennas

Figure 4.9 3D radiation patterns, IFA antenna, \( S = 5 \) mm, 1.05 GHz
An IFA antenna does not provide a lot of design freedom, so it is mostly used in single-band applications, such as GPS, BT, or WiFi. Although an IFA antenna is similar to an L antenna with a shunt matching inductor, there is a minor difference. Because the active length of an L antenna starts from the feeding point, it can be designed to be smaller than an IFA antenna. An L antenna also requires a smaller area on the PCB, because it only needs one contact pad. The drawback of an L antenna is that the lumped matching inductor it requires has some inherent losses, thus the efficiency of an L antenna is normally a few tenths of dB lower than an IFA antenna’s. If there is enough board area for two pads, one for grounding and one for feeding, an IFA antenna is a better choice, as it provides better efficiency and also saves a matching component, which costs a few pennies.

4.2 Planar Inverted-F Antenna (PIFA)

4.2.1 Single Band PIFA

Shown in Figure 4.10 is a planar inverted-F antenna (PIFA). PIFA antennas can be thought of as a mutation of IFA antennas. Both IFA and PIFA antennas have a ground strip and a feeding strip. By replacing the radiating strip of an IFA antenna with a patch, we get a PIFA antenna. In most cases, the patch of a PIFA antenna is above the ground plane.

In all the following samples in this section, the width of both feeding and grounding strip is 1 mm; the dimension of PCB, which is used as the ground, is

![PIFA antenna](image)

**Figure 4.10** PIFA antenna
50 mm × 120 mm. If the PCB size is changed, the antenna response will change accordingly. The ground’s impact on a PIFA antenna is the same as that on an external antenna. Refer to Section 3.4 for further details.

In Figure 4.10, the dimension H is the distance between a patch and a ground. The S is the edge-to-edge distance between feeding and grounding strips. Similar to IFA antennas, the matching of antennas can be tuned by adjusting S.

Let’s start with single-band PIFA antennas. Shown in Figure 4.11 are simulated results of three PIFA antennas. The dimension L of all three antennas is 50 mm, which is the same as the PCB width. The dimension W of three antennas is 5 mm, 15 mm, and 25 mm respectively. To best match individual antennas, the dimension S, the distance between feeding and ground strips, is tuned case by case. The optimal S for 5 mm, 15 mm, and 25 mm patches are 1.5 mm, 4 mm, and 4 mm respectively. When the W is 5 mm, the antenna is more like an IFA than a PIFA. With the increase in W, the resonant frequency of a PIFA antenna decreases. This phenomenon gives us a hint that, unlike an IFA antenna, the resonant frequency of a PIFA antenna is not solely decided by the patch’s length.

For a PIFA antenna, the resonant frequency is proportional to the summary of its length and width. As shown in Figure 4.12, a PIFA’s width plus its length is roughly a quarter of a wavelength at its resonant frequency.

When discussing a single band PIFA antenna, most books prefer to give a current distribution which shows two clear current flows. Both of them start from the upper-left corner and end at the bottom-right corner. One of them passes the bottom-left corner and the other one passes the opposite top-right corner. That is a quite intuitive but coarse simplification. The real current distribution is a little more complex than...
that. In many cases it is difficult to see a clear current pattern when you simulate a PIFA antenna.

Shown in Table 4.1 is a comparison between three antennas. The second column in Table 4.1 is the calculated resonant frequencies based on the assumption that \( W + L \) equals to a quarter of wavelength. The third column is the actual frequency. The fourth column is the ratio between the calculated frequencies and the actual ones. The actual resonant frequency of a patch is normally lower than the theoretical one. That is due to the loading effect of the edge capacitance between patch and ground.

The critical parameter, which controls the bandwidth of a PIFA antenna, is \( H \), the distance between a patch and a ground. Shown in Figure 4.13 are the reflection coefficients of three antennas with different heights. All patches have the same \( L \) and \( W \), which are 50 mm and 25 mm respectively. The \( H \) of three patches is 5 mm, 7 mm, and 9 mm respectively. All three antennas are individually tuned, their \( S \) are 3 mm, 4 mm, and 7 mm accordingly. By increasing the \( H \) from 5 mm to 9 mm, an antenna’s \(-10\)-dB bandwidth is almost tripled.

As a summary, there are three design guidelines for single band PIFA:

- The dimension \( H \) is the most critical parameter which decides an antenna’s overall performance. However, because \( H \) is directly related to a device’s thickness, it is a tough task to bargain about it with industry design engineers or mechanical engineers. If there is only a 5 mm height clearance and a quad-band GSM antenna is required, then PIFA is not an appropriate candidate. A folded monopole antenna, discussed in Section 4.3, is a better choice.

<table>
<thead>
<tr>
<th></th>
<th>Calculated Freq. (GHz)</th>
<th>Actual Freq. (GHz)</th>
<th>Actual Freq./Calculated Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>( W = 5 \text{ mm}, L = 50 \text{ mm} )</td>
<td>1.36</td>
<td>1.26</td>
<td>0.92</td>
</tr>
<tr>
<td>( W = 15 \text{ mm}, L = 50 \text{ mm} )</td>
<td>1.15</td>
<td>1.12</td>
<td>0.97</td>
</tr>
<tr>
<td>( W = 25 \text{ mm}, L = 50 \text{ mm} )</td>
<td>1.00</td>
<td>0.89</td>
<td>0.89</td>
</tr>
</tbody>
</table>
By adjusting the total length $W + L$, the antenna’s working frequency can be tuned. In practice, the $L$ should be similar to the PCB’s width that results in wider bandwidth.

The dimension $S$ is the tuning parameter which optimizes an antenna’s matching. One can either use a wider strip with a larger $S$ or a narrower strip with a smaller $S$ to achieve the same matching. A larger $S$ is better for manufacturing, because a fixed process tolerance causes less electrical variance in the antenna. From a mechanical point of view, a narrower strip is better for spring finger type of designs, because it is more flexible and it is easier to achieve the required spring force.

4.2.2 Multi-Band PIFA Antenna with Slits

If you have already discovered PIFA antennas, then you might find that the following explanation is somewhat different from other books. All versions of PIFA explanations are partially correct, including the following version. As a PIFA antenna is a distributed radiating system, too many parameters play a role in deciding the antenna’s characteristic. To explain such a complex matter, one has to substantially simplify it and that is the reason for the different explanations.

There are several ways to design a multi-band PIFA antenna. The most popular way is to cut slits on the patch, as shown in Figure 4.14. Similar to a single band PIFA antenna, a dual-band PIFA antenna also has a grounding strip and a feeding strip. Two critical dimensions, $D$ and $C$, are used here to describe the slit. The dimension $D$ is the distance between the patch’s corner and the opening of the slit. The dimension $C$ is the slit’s length. The dimension $P$ is the distance between the horizontal part of

![Figure 4.13 PIFA antenna’s bandwidth vs. height. $L = 50$ mm, $W = 25$ mm](image)
slit and the edge of patch. The P is not really a critical dimension, however, it decides the shape of the slit.

Shown in Figure 4.15 are the decisive paths of different bands. Figure 4.15 only serves the purpose of predicting the trends of frequency shifting when different dimensions are adjusted. One should not try to use the illustrated critical path shown in Figure 4.15 as a way of calculating a patch’s resonant frequency. In reality, trying to predict a patch’s resonant frequency with a calculator is not really an efficient design approach. There are always so many unknown parameters, such as the permittivity of both the antenna support and the phone cover, the electrical property of nearby objects, and so on. Usually, all these unknowns can make the theoretical calculation far removed from the correct answer. A better approach is to memorize the effect of each parameter first, then make a PIFA with a piece of copper tape, install it on a mock-up phone, cut a slit on the PIFA, and tune it by trial and error.

The impacts of the two critical dimensions are listed below:

- The distance D can affect the resonant frequency of both the lower and the higher bands. It always shifts two bands in the opposite directions. For example, if we decrease D, the critical path of the lower band will be shorter, thus increasing its resonant frequency. In the meantime, the critical path of the higher band is increased, thus inducing a lower resonant frequency.
- The slit’s length C only influences the higher band. The slit is about half the total critical path of the higher band. Increase C can lower the high band.

Figure 4.14  Dual-band PIFA antenna

Figure 4.15  Decisive paths of different bands
Of course, in the real world, the effect of any dimension change cannot be exclusively constrained in a single band. In fact, it is safer to claim that it has more impact on some bands than others. To help understand the design rules, the following design examples are provided. In all the following examples, the area of patch is 50 mm×25 mm; the area of ground is 120 mm×50 mm. \( H \), which is the distance between ground and patch as shown in Figure 4.10, is 7 mm. The impact of \( D \) is illustrated in Figure 4.16. By adjusting \( D \), both low and high resonances frequency can be tuned simultaneously and in opposite directions.

Illustrated in Figure 4.17 are the impacts of slot length \( C \). With the increase of a slot’s length, the resonant frequency of higher band decreases. It can be seen that the resonant frequency at the lower band still drifts a little bit. For all three cases shown in Figure 4.17, the dimension \( P \) is fixed, the modification of \( C \) is realized by only increasing or decreasing the length of the horizontal portion of the slit.

Shown in Figure 4.18 are the results when the dimension \( P \) is changed while keeping the slit length \( C \) fixed. Although not significantly, the dimension \( P \) also has some impact on the higher band. It can be used in some circumstance as a means to provide the “extra mile” for tuning.

Shown in Figure 4.19 are the radiation patterns of a PIFA antenna. At the low band, which is 0.78 GHz in this case, the radiation pattern is similar to a dipole’s. The radiation is mostly generated by the vertical current along the edge of the ground plane. The vertical polarized field \( E_{\theta} \) is the dominant field component. At the higher band, which is 1.75 GHz, the amplitudes of \( E_{\theta} \) and \( E_{\phi} \) are in the same order of magnitude. Shown in Figure 4.19e is the radiation pattern of the total \( E \) field at 1.75 GHz. It confirms again that it is the ground plane, instead of the antenna element itself, which definitively decides the radiation patterns.
When designing any kind of antenna, antenna engineers may find themselves in a situation where one band has more than enough bandwidth but the other band cannot meet the specification. Knowing how to exchange bandwidth between bands is an essential technique. For a PIFA antenna, cutting the slit shape differently can have some effect on the bandwidth ratio between bands. The other way to change the ratio is by adjusting the slit’s width. Shown in Figure 4.20 are the simulated results of three PIFA antennas with the same dimensions but different slit widths. With the decrease
in the slit’s width, the bandwidth increases at the lower band and decreases at the higher band.

If an antenna still cannot meet the specification after the performance of both bands have been balanced, the only way out is to attempt to increase the patch’s height, which is the dimension H shown in Figure 4.10a. This definitely is an uphill battle.

So far, we have shown how to adjust both bands simultaneously or modify the high band independently. By combining both methods, we can tune the resonances freely in a quite wide range. Now let’s discuss some matching techniques. The easiest way
to match an antenna is to design a matching circuit. However, a matching circuit always has some inherent loss. For a patch antenna, some of the dimensions can be modified, so we should always try to achieve a good match by tweaking the patch itself first. By comparing Figures 4.16 and 4.17, we can see that there are different ways to cut the slit to achieve two required resonant frequencies, and their matching conditions are also different.

Besides the patch itself, another useful tuning mechanism is the feeding and grounding structure. Shown in Figure 4.21 is the equivalent circuit of feeding and grounding strips. The grounding strip is equivalent to a shunt inductor, so it has more

**Figure 4.20** Bandwidth trade-off between low and high bands

**Figure 4.21** Equivalent circuit of feeding and grounding strips
impact on the lower band. The feeding strip is equivalent to a series inductor, and it
can be used to tune the high band. To increase the inductance of grounding strip, the
following methods can be used:

- Increase the length of grounding strip by bending the strip.
- Decrease the width of grounding strip, \( t_2 \).
- Increase the distance between feeding strip and grounding strip, \( S \).

Similarly, the inductance of feeding strip can also be increased by increasing the
length or decreasing the width of the strip. Shown in Figure 4.22 are two other ways
of matching. Figure 4.22a shows how to use the slit to increase the shunt inductance.
Figure 4.22b shows how to add some distributed shunt capacitance. Another effect of
the stub shown in Figure 4.22b is to increase the total current length, thus decreasing
the overall resonant frequency. If you have a brainstorming session on this topic, lots
of matching structures can be invented. Where should we stop and hand over the
remaining tasks to lumped matching element? There is no right or wrong answer to
this question. Normally it is a purely personal choice. Some engineers prefer a self-
matched design without requiring any lumped components. Many of those engineers
treat antenna design as an art. Some engineers like to reuse previous designs and want
to push dimension changes to the minimum. For them, a matching circuit is the
favorite choice.

Putting the personal preference aside, there are some objective criteria that can be
used to evaluate any antenna design. How sensitive is a design to manufacturing
tolerance? What kind of manufacturing process can it use? Is a design easy to be
tuned when frequency drifts? Does frequency tuning require expensive and time-
consuming tooling modifications? What is the efficiency of an antenna?

It is not difficult to imagine that the weight of each criterion varies from project to
project. For a low-end phone, cost might be the first consideration. For a high-end
phone, it is most likely that all physical constraints have been pushed to the limit, the
only goal for an antenna engineer is to meet the specification at any cost. The duration
of a project is also an important factor when selecting different approaches. In fact,
most issues mentioned here are not academic at all, they are purely practical matters. Section 4.2.5 is dedicated to this topic.

Referring to Figure 4.15, if the patch size gets smaller, to maintain the resonant frequency at the lower band, the opening of the slit needs to be moved closer to the feeding point, and the slit must be routed through the other direction. Shown in Figure 4.23 is an example of such a small PIFA. The rules for tuning the small PIFA antenna shown in Figure 4.23 are pretty much the same as that shown in Figure 4.15. The critical dimensions are the slit’s length and the opening position of a slit. The length of the slit has more impact on the higher band, while the slit’s open position affects both bands.

Shown in Figure 4.24 are the simulated results of a small PIFA antenna when the slot length varies. By decreasing or increasing the slot length by 2 mm, the resonant frequency at a higher band is shifted up or down by around 35 MHz respectively. Meanwhile, the lower band response is relatively immune to those changes.
So far we have discussed how to design and tune a PIFA antenna. The topic of current modes on a patch has deliberately been avoided in order to minimize confusion in the first stage of learning. Although the current distribution on a patch can provide a very useful insight on how different patches work, it frequently makes a new engineer confused about how to tune a PIFA antenna. Of course, if we want to make some innovation in the field of antennas, current modes is a topic we must discuss.

The current distributions of a “normal” PIFA antenna at both low and high bands are illustrated in Figure 4.25. The dashed lines in Figure 4.25 are the significant paths. At the low band, the current distribution along the critical path is more like a quarter-wavelength monopole. The current reaches its maximum at point A, which is around the feeding point. At point B, the current decays to zero.

In the high band, the current is more like a dipole along the critical path. It has the maximum in the middle, which is marked by point A. At both ends, which are marked as point B, the current decays to zero. As we know, a monopole antenna is not able to resonate when the antenna length is half of an effective wavelength, because its port impedance is too high to be matched. On the other hand, unlike a monopole, which is fed from one end of a radiator, a high-band patch mode is accessed from the middle, which explains why it has a decent impedance matching.

Although with regards to antenna tuning, a “normal” PIFA and a “small” PIFA are quite similar, their current distribution is totally different. Shown in Figure 4.26 are current distributions of a “small” PIFA antenna. The critical current paths of a “small”

![Figure 4.25](image1.png)

**Figure 4.25**  Current distributions of a “normal” PIFA

![Figure 4.26](image2.png)

**Figure 4.26**  Current distributions of a “small” PIFA
PIFA antenna at both bands are the same. At the lower band, the current along the critical mode is similar to a monopole, which has the peak current at point A and zero at point B. At the higher band, the total critical path corresponds to the third order mode, which is three-quarter wavelength. There are two peak current spots and two zero current spots. One might wonder, should the resonant frequency of the third order mode be three times its basic mode? To explain that, we need to recall the technique we discussed in Section 3.1.2.2. There, by adjusting the pitch of a helix, the resonant frequency of the third order mode can be tuned in a wide range. Similarly, the third order mode of a “small” PIFA antenna can also be tuned to where we want.

Although mathematical formulas are given in many papers or books to calculate resonant frequencies of different bands, sometimes we do not need them. There are so many unknowns when designing an antenna for a real device, no formula can give an accurate prediction. The best way is to find out what the effect of each parameter is, then tune the antenna accordingly.

4.2.3 Multi-Band PIFA with Separate Branches

When the antenna area is big enough, a better design approach is to use two independent branches to cover low and high bands separately. The antenna shown in Figure 4.27a is such an example. The antenna’s size is 60 mm × 25 mm. The ground’s size is 60 mm × 120 mm. The antenna is divided into two branches by the grounding strip. In Figure 4.27a, the feeding strip is located on the side of longer branch. This arrangement is more favorable to the performance of the lower band.

As the two branches are far apart, the responses at the low and high band are decoupled. The tuning process of this antenna is quite easy. When designing a large antenna, the first step is to adjust the length of both branches to get the resonances at the expected bands. Then by tweaking the distance between the feeding strip and the grounding strip, the matching at the lower band can be tuned. The final step is to design a matching circuit as shown in Figure 4.27b to obtain a good matching at the higher band.

**Figure 4.27** A large PIFA
Shown in Figure 4.28 is the simulated reflection coefficient of the large PIFA antenna. By comparing this result with results shown in Figures 4.16 and 4.24, it is clear that the antenna has a wider bandwidth at both bands. As a rule of thumb, a larger antenna area is always better, which gives more design options and it is easier to achieve better performance.

4.2.4 Multi-Band PIFA with Parasitic Element

There are many ways to expand PIFA antennas’ bandwidth, which include using one slit with branches or multiple slits. PIFA variants using those techniques are too many to be enumerated in this book. Interested readers can find some enlightening examples in Professor Wong’s book [1]. The technique we are going to discuss here uses the parasitic element.

Shown in Figure 4.29 is a PIFA with a parasitic element. The parasitic element is electrically connected to the ground through a metal strip. There is no direct

**Figure 4.28**  Reflection coefficient of the large PIFA antenna

**Figure 4.29**  PIFA with parasitic element
connection between the main radiator and the parasitic radiator. However, they are electromagnetically coupled.

Shown in Figure 4.30 is the simulation result of a PIFA with a parasitic element. Similar to a normal PIFA antenna, the main radiator generates two resonances, one at the lower band and one at the higher band. The parasitic element only resonates at the higher band. The parasitic elements can frequently be found in penta-band 3G phones, which normally require frequency coverage over 1710~2170 MHz at the higher band. A quad-band 2G phone only needs to cover 1710~1990 MHz.

In practice, the parasitic element is normally used to cover the highest band. As higher frequency means smaller parasitic radiator, this makes antenna design easier. The other reason for using parasitic elements at the highest band is an antenna’s overall performance. With the existence of parasitic element, the efficiency of the main radiator might degrade from one-tenth of a dB to a few dB. By assigning the resonance of a parasitic element to the highest frequency, the adverse effect on the lower band can be mitigated.

**Figure 4.30** Reflection coefficient of a PIFA with a parasitic element

4.2.5 **Manufacturing PIFA Antenna**

Regarding designing techniques for PIFA antennas, this is as far as this book will go. The aim of this book is to aid in jump-starting an antenna project. This book mostly focuses on the core principles of antenna designing. However, there are so many phones on the market, that if you do some reverse engineering, you can discover various elegant tricks. The book does not touch upon those advanced techniques. On the academic side, Professor Kin-Lu Wong is one of the most innovative scholars in the mobile antenna world. Professor Wong has written two books [1, 6] that cover advanced techniques.
In this section, we are going to discuss the various processes of manufacturing PIFA antennas. The cheapest technology used to make an internal antenna is metal stamping. In production, a metal stamping antenna can be tuned quite quickly if the parameter needing to be adjusted is known and already included in the tooling design. The minimum number of parts necessary for a metal stamping antenna is two: one plastic carrier and one metal radiator. Multiple heat stakes are used to assemble the two parts together. As heat stakes are designed as a part of the plastic carrier, this feature is actually free. An assembly fixture is required to melt all the heat stakes and deform them into a mushroom shape. Shown in Figure 4.31 are some production metal stamping antennas. Most of the time, the volume available for antenna designing is irregular. To optimize the performance, an antenna must take full advantage of an irregular space. However, it is not difficult to see that those antennas still follow the basic design principles. Spring fingers are frequently used in metal stamping antennas as the contact feature. As spring fingers are formed from the same metal sheet which antennas are made of, they are also free. To meet the humidity and other environment requirements, spring fingers must be gold plated. To cut down on the manufacturing costs, a selective gold plating process can be used to minimize the plated area.

Figure 4.31 Metal stamping technology (Reproduced with permission from Shanghai Amphenol Airwave, Inc.)
At the dawn of internal antennas, dedicated volumes were reserved for antenna designing. With the continuous shrinking of mobile devices, eventually antennas have had to co-exist with other components, such as the microphone, the speaker, the camera, and so on. Shown in Figure 4.32 are some samples of integrated antennas. If one is putting other components underneath an antenna, they must be RF isolated. Take the speaker as an example. There are two lead lines out of a speaker. Both of them must be isolated by inserting series inductors into signal paths.

Normal metal stamping process can only bend metal sheets, so all the antennas shown above are not truly three-dimensional. They are either composed of multiple flat surfaces, or combinations of flat and cylindrical surfaces. The deep draw process can manufacture a true three-dimensional metal radiator. Shown in Figure 4.33 is an antenna made by the deep draw process. This antenna is also an integrated antenna. The exploded drawing is shown in Figure 4.33b. Only parts #1 and #2, which are the metal radiator and the plastic carrier respectively, are destined for the antenna functionality. All the other parts are intended for the functionality of the speaker.

Compared with metal stamping technologies, the flex circuit technology has better consistency but it is a little more expensive. In many state-of-the-art designs, the antenna volume is quite tight, which means the performance margin is relatively slim. Because flex antennas have better consistency, they also have better yield rate. The flex itself cannot provide connecting features, some extra parts, such as metal spring fingers or pogo pins, are needed.

Figure 4.32  Integrated antenna with other components (Reproduced with permission from Shanghai Amphenol Airwave, Inc.)
The flex technology is not a true three-dimensional technology, see Figure 4.34. A flex can only wrap around a combination of two-dimensional surfaces. The most advanced and also the most expensive technologies in antenna manufacturing are double-shot molded interconnect device (DS-MID) and/or laser direct structuring (LDS). They have the best consistency, because the antennas are part of the plastic structure instead of separate parts. Both of them are based on a technique called selective metallization. The DS-MID process begins with the application of a shot of plateable thermoplastic resin into an injection-mold cavity. Next, the cavity is changed and a second shot of nonplateable thermoplastic resin is molded around the first shot to create a circuit pattern from the plateable material. These parts are then

Figure 4.33  3D metal stamping integrated antenna (Reproduced with permission from Shanghai Amphenol Airwave, Inc.).

Figure 4.34  Flex technology (Reproduced with permission from Shanghai Amphenol Airwave, Inc.)
plated with a layer of copper. The DS-MID takes the longest lead time, because any modification to the antenna pattern requires tooling changes. The LDS is a relatively new process. The thermoplastic resin used in LDS process is nonplateable after the molding process and can be transformed to plateable by using a laser beam to activate it. The LDS process literally draws the antenna pattern on to the plastic. The pattern can be adjusted quite easily by uploading a new pattern file to the laser. Similar to the DS-MID, a plating process is required to deposit copper onto the part’s surface. Shown in Figure 4.35 is an antenna made by the DS-MID process.

When choosing from different antenna technologies, an engineer needs to take into consideration cost, consistency, and lead time. It is always a good idea to consult experienced engineers and antenna manufacturers.

4.3 Folded Monopole Antenna

A PIFA antenna implies that there is a ground plane underneath the antenna element. When a phone with a PIFA antenna is used in a talking position, the ground is sandwiched between the head and the antenna. The ground functions as a shield, which can direct some of the near field energy away from the head, thus decreasing the radiation to the user’s brain. However, from an antenna design point of view, the antenna bandwidth can be significantly expanded if the ground can be removed. When the ground is removed, the antenna is no longer a PIFA, it is called a folded monopole antenna.

For all phones with PIFA antennas, in my experience, the antennas are on the top of the phone. The “ancient” wisdom is that by putting an antenna on the top of a phone, the hand effect on the antenna can be mitigated. When the phones became thinner and smaller, the volume left for antenna also become too small to fulfill the bandwidth requirement. An obvious way to ease the pressure on antennas is by using monopole antennas. However, a monopole antenna cannot be placed on the top of a phone, because as there is no ground acting as the shield between the user’s head.
and the antenna, the radiation to user’s brain would be too high. A logical way of working around this is to put the antenna at the bottom of a phone. As the bottom of a phone never comes into contact with people’s head, this solution allows the phone to pass the radiation safety regulations. In my experience, I have proposed this kind of solution in two projects and been rejected twice. The reason for rejection is that if we put the antenna at the bottom, the user’s hand will always cover the antenna, thus degrading the antenna’s efficiency. I am sure that due to the pressure on antenna designing, many antenna engineers were starting to think about bottom-installed monopole antennas at that time.

Everything changed in 2004, when the Motorola Razor was revealed, as shown in Figure 4.36. The Motorola Razor is a de facto grand slam. More than 20 million Razors and its derivates have been sold worldwide. I have to admit that I had never imagined that by putting an antenna at the bottom, industry engineers could have so much design freedom. The success of the Razor started the new trend for the ultra-slim phone. Nokia, Samsung, and so on, all released their own models which looked just like Razor’s cousins, and all of them have a bottom-installed internal monopole antenna.

Figure 4.37 depicts an internal monopole antenna. The antenna protrudes over the edge of the ground plane. The antenna is composed of two pieces of metal wires. The thicker wire makes the connection to the feeding spring finger on the PCB board. The thinner wire is attached to the thicker wire by a welding process. The thinner wire is divided into two branches by the thicker wire. The shorter branch resonates at the higher band and the longer branch resonates at the lower band. If comparing an internal monopole with the dual-branch multi-band stubby antenna discussed in

Figure 4.36  Motorola Razor (Reproduced with permission from Motorola, Inc. All rights reserved.)
Section 3.1.2.1, we can see that although they have totally different form factors, they are pretty much the same from the electrical point of view.

Shown in Figure 4.38 is a simulation model of a folded monopole antenna. The area of ground is 100 mm$^2$ 50 mm. The dimension D, which is the length of the thick wire and also is the distance between the antenna element and the edge of the ground, is the decisive factor in an antenna’s bandwidth.

Shown in Figure 4.39 are simulation results of folded monopoles with different dimensions D. When the D changes, the resonant frequencies at different bands will drift. The branches’ lengths need to be tweaked accordingly to compensate for the frequency drift. In Figure 4.39, when the D is 5 mm, the antenna element is too close to the ground, thus inducing a strong current on the horizontal edge of the ground. This induced current is always in the opposite direction to the current on the antenna.
element. The radiations of both currents cancel each other out, so the antenna cannot radiate well. When $D$ increases, the bandwidths of both low and high bands increase. When $D$ increases from 10 to 15 mm, the bandwidth increases a little at the higher band but quite significantly at the lower band. This is because the impact of the gap is measured by how much wavelength it is instead of the absolute dimension. At the lower band, the wavelength is longer, so it is always more difficult to achieve good performance at the lower band in a constrained space.

Shown in Figure 4.40 is the impact of the shorter branch. The length of the shorter branch mostly affects the higher band. By increasing or decreasing the shorter branch, the resonant frequency of the higher band can be tuned lower or higher. For the example shown in Figure 4.40, when adjusting the branch length by 2 mm, the frequency changes roughly 60 MHz.

The length of the longer branch affects the resonant frequencies of both low and high band. As shown in Figure 4.41, when decreasing the longer branch, both resonant frequencies shift higher.

Before tuning any antenna, it is important to have a clear understanding of what the impact of each dimension is. With that knowledge, it is easy to decide the best tuning procedure and whether an iterative tuning is necessary. For the antenna shown in Figure 4.38, if we tune the higher band first, then an iterative procedure has to be used. The appropriate tuning sequence should be tuning the lower band first. We can start with an antenna whose both branches are a little bit longer, then gradually trim off the longer branch. After correctly tuning the lower band, double check the higher band’s resonance to make sure it is lower than what we need. The final step is to gradually trim off the shorter branch until the higher band is well tuned.
The antenna shown in Figure 4.38 is a simplified model. In reality, when there is a hands-free speaker, microphone, shielding box, battery, and other components around the antenna, you may find the both branches have an effect on both bands simultaneously, and an iterative tuning process has to be used in such circumstances.

Shown in Figure 4.42 are some production internal monopole antenna. The manufacturing techniques used are a little bit different. However, they are pretty much the same from the electrical point of view.

**Figure 4.40** Internal folded monopole, variation in the shorter branch, D = 10 mm

**Figure 4.41** Internal folded monopole, variation in the longer branch, D = 10 mm
4.4 Loop Antenna

Loop antennas are one of the oldest antennas. In 1886, H. Hertz demonstrated the first wireless (spark) communication system which verified the existence of the electromagnetic wave. In the experiment set-up, a dipole antenna was used as the transmitter and a loop antenna was used as the receiver. Loop antennas are classical antennas and are explained in most antenna textbooks [7, 8, 9, 10, 11]. There are electrical small loop antennas and electrical large loop antennas, and a detailed theoretical analysis of both antennas can be found in textbooks [7]. Only electrical large loop antennas can be used in the cellular communication. Similar to a folded monopole antenna, a loop antenna also needs to be installed on the bottom of a device to avoid high radiation to a human brain.

Shown in Figure 4.43 is a loop antenna. The shape of this loop antenna is a little bit abnormal, because we want to use it in the following studies. The shape of the loop antenna slightly affects the resonant frequency, other than that, it is a good example without losing generality. The loop of the antenna shown in Figure 4.43 is quite narrow, so it sometimes also is categorized as a folded dipole antenna. We should obtain the same result no matter which analytical method is used.

The loop antenna shown in Figure 4.43 has a dimension of 60 mm*8 mm, which is the same as the folded monopole antenna discussed in the last section. The antenna is
fed by a parallel transmission line, which is perpendicular to the antenna plane. The feeding point is at the end of the transmission line.

Shown in Figure 4.44 is the simulated reflection coefficient of the stand-alone loop antenna. The first resonance appears around 2 GHz, which is about two times higher than the folded monopole antenna whose longest branch is even shorter than the loop antenna. The reason is that the first resonance of a stand-alone loop antenna appears when the loop length equals one wavelength. A folded monopole can resonate when it is a quarter of a wavelength.

Shown in Figure 4.45 is the current distribution of a one-wavelength loop antenna. There are two half-wavelength standing-wave currents on the loop. The standing-wave nodes are on both sides of the loop. On a straight line, the currents at both side of a standing-wave node are in opposite directions. A loop antenna is bent at the node, so two standing-wave currents are actually flowing in the same direction and can effectively radiate. A loop antenna must be excited differentially, which means at the feeding point, the currents on both sides are always in the opposite direction. As shown in Figure 4.45, the currents on the left and right side flow into and out the source respectively.

![Oblique views of a loop antenna](image)

**Figure 4.43** Oblique views of a loop antenna

![Reflection coefficient of a stand-alone loop antenna](image)

**Figure 4.44** Reflection coefficient of a stand-alone loop antenna
The reflection coefficient of a stand-alone loop antenna is not very good. The impedance of a stand-alone loop antenna is around 300 Ω, about four times a half-wavelength dipole antenna. Detailed analysis is omitted here and can be found in textbooks [7]. Beside the base frequency \( f_0 \), a stand-alone loop antenna also resonates at integer multiples of \( f_0 \). If the first resonance is at 2 GHz, the second and third resonances should appear around 4 GHz and 6 GHz.

Shown in Figure 4.46 is a bottom-installed loop antenna. The dimensions of the antenna were illustrated in Figure 4.43. The ground plane has a dimension of 100 mm × 60 mm. Unlike a stand-alone loop antenna, the loop antenna shown in Figure 4.46 is unbalanced fed. One end of the loop antenna is connected to the ground plane and the other end serves as the feeding point.

Shown in Figure 4.47 is the simulated reflection coefficient of a bottom-installed loop antenna. By comparing Figures 4.44 and 4.47, significant difference can be

---

**Figure 4.45**  Current distribution of a one-wavelength stand-alone loop antenna

**Figure 4.46**  Bottom-installed loop antenna
observed. The resonance (I) shown in Figure 4.47 can be explained by the one-wavelength loop antenna mode. Resonances (II) and (III) do not even exist on a stand-alone loop antenna, so they must have something to do with the ground plane.

Shown in Figure 4.48 is a bottom-installed monopole antenna. The monopole antenna is made by splitting the loop antenna and removing half of it. Apart from the

Figure 4.47  Reflection coefficient of a bottom-installed loop antenna

Figure 4.48  Bottom-installed monopole antenna
antenna, everything else in the fixture is identical to the one shown in Figure 4.46. As we know, a monopole antenna is only half of the radiator and the ground functions as the other half.

Shown in Figure 4.49 is the simulated reflection coefficient of a bottom-installed monopole antenna. Compared with results shown in Figure 4.47, the resonance (I) has disappeared but resonances (II) and (III) are still preserved. For a monopole antenna, the resonance (II) is introduced by the monopole itself and resonance (III) is the contribution of the ground plane. If you want to verify the root cause of those two resonances, you can vary the length of either the monopole or the ground plane separately and the resonant frequency will shift accordingly.

Based on Figures 4.47 and 4.49, it is quite safe to assume that a loop antenna functions as a monopole antenna when it is half a wavelength long and installed on a ground plane. Shown in Figure 4.50 are the current distributions of a quarter wave

![Figure 4.49](image1.png)  
Figure 4.49 Reflection coefficient of a bottom-installed monopole antenna

![Figure 4.50](image2.png)  
Figure 4.50 Current distributions of a monopole and a loop
monopole antenna and a half-wavelength loop antenna when installed on a ground
plane. For both antennas, the current distributions on the ground plane are pretty
much the same. Some people might categorize the current on the half-wavelength
loop as a common-mode. It is fine as long as we remember such a common-mode
cannot exist without a ground plane. For any signal source, the sum of all currents
flowing in and out is always zero. For a half-wavelength dipole antenna or a one-
wavelength loop antenna, the currents on both sides are always in opposite directions,
so they satisfy the condition of zero sum current. For a quarter-wavelength monopole
antenna or a half-wavelength loop antenna, because the sum of the currents on the
antenna element is not zero, there must be a ground which provides a path for
the opposite current. With the assistance of a ground, a loop antenna can also resonate
when it is odd multiples of half a wavelength.

By utilizing the half-wavelength, one-wavelength and/or one and a half wave-
length modes, multi-band antennas have been designed and reported [12, 13, 14, 15].
So far, in my experience, the best one is reported in [13], which achieved a VSWR
better than 3 : 1 at 822–964 MHz and 1570–2260 MHz. The antenna volume is
60 mm*10 mm*4 mm.

Some articles or companies might claim that a loop antenna has a localized current
distribution, thus has much less radiation to human brains and is immune to the
loading effect when the ground plane is held by hand. This claim is only partially
true. As we have demonstrated, when the antenna is working in the one-wavelength
mode, the antenna is differentially fed, thus has limited current on the ground. In
this circumstance, the claim holds well. However, when the antenna is working at
the half-wavelength mode, which normally corresponds to the 900 MHz band, the
ground plane becomes the main radiator and a loop antenna is really no better than its
monopole counterpart from the radiation safety point of view. Similarly, for one and a
half-wavelength mode, the claim is also invalid.

### 4.5 Ceramic Antenna

Just as its name implies, any ceramic antenna is made of ceramic. There are mainly
three kinds of antennas which are made of ceramic. The first is often referred as the
dielectric resonator antenna [16, 17, 18, 19, 20, 21]. A dielectric resonator antenna
normally has a cylinder or a cuboid form factor. The ceramic block becomes a good
radiator when resonant modes, such as TM10δ, TM10δ, and so on, can be
effectively excited. The air–dielectric boundary of an antenna can sustain the
resonant standing wave in the ceramic, so no metal is needed. However, at
the cellular communication frequency, a dielectric antenna is too chunky to be
used in hand-held devices.

The second kind is the ceramic patch antennas [22, 23, 24, 25]. Those antennas
can generate circular polarized radiation patterns and are normally used in satellite
applications, such as GPS (global positioning system) and XM satellite radio.
Although ceramic patch antennas are widely used in hand-held GPS navigators, they are seldom used in cellular phones. Ceramic patch antennas do give better performance than their counterparts. However, due to the size consideration, most cellular phones still use other types of antennas, such as IFA antennas, to cover the GPS frequency band.

The third kind of ceramic antenna is the one widely adopted in the mobile industry. From an electromagnetic technology point of view, these ceramic antennas are not really utilizing any brand new technology. All of them can be labeled as monopole, IFA, and so on. All antennas introduced in this section belong to the third category.

The main reason for the introduction of ceramics into antenna design is size considerations. Most material used in ceramic antenna design has high relative permittivity, which ranges from a few tens to more than 100. With the higher relative permittivity, an antenna’s size gets smaller and its bandwidth also shrinks accordingly. Thus the tolerance of ceramic’s relative permittivity must be well controlled. Fortunately, good tolerance is one of the advantages ceramic material provides. The ceramic used in antenna design also has very little loss, which is a critical merit to guarantee good efficiency when an antenna is exceedingly small. Unlike the plastic support used in other types of antenna, ceramic can sustain the temperature in the soldering oven. Most ceramic antennas are designed using surface-mount technology (SMT) and are compatible with the standard SMT soldering process. Unlike other antennas, ceramic antennas do not require a dedicated manual assembly step, they can be handled like any other components, such as capacitors, resistors, or integrated circuits.

### 4.5.1 Monopole-Type Ceramic Antenna

In a state-of-the-art cellular phone, there is most likely more than one antenna. The antenna used for the voice communication is normally referred to as the primary antenna. All other antennas are referred to as auxiliary antennas, such as GPS, Bluetooth, or wireless LAN (WLAN) antennas. Almost all ceramic antennas are narrow band antennas. Due to their limited bandwidth, they are mostly used as the auxiliary antennas. Some companies have proposed using ceramic antenna as the main antenna but this has not been popular due to the performance issue.

For the primary antenna, the performance is critical, because users perceive the quality of a phone mostly by its sound’s quality. If all other phones can make a call in one spot but one phone cannot, the reputation of the phone will be badly damaged. On the other hand, auxiliary antennas are used in applications which are not critical. People do not expect seamless coverage for those applications in the same way they do for voice communication. Thus, the performance requirements for auxiliary antennas are not that stringent. A primary antenna must be custom-made as optimized for each phone model to squeeze the last drop of the performance from the
available physical space. On the other hand, ceramic antennas are designed and built as off-the-shelf components. The main consideration is reuse and standardization.

Shown in Figure 4.51 are two types of monopole ceramic antennas. One is made by Panasonic, which is a coil-type antenna. The other one is made by Johanson Technology, which adopts the multi-layer technology. The plating and laser etching process are involved in making coil-type ceramic antennas. A small piece of ceramic block is plated with metal first. Then a procedure, which is analogous to making a screw, is used to laser etch a spiral slot on the metal layer. The end product is a metal coil rounding around a ceramic block. The axis of the coil aligns with the longest axis of the ceramic block. This process is quite similar to the one used in making metal film resistors. The advantage of this process is that the resonant frequency can be adjusted quite easily. The number of turns of a coil, which corresponds to the resonant frequency, can be conveniently adjusted by reprogramming the laser fixture.

Multi-layer type ceramic antennas can be made by either the standard chip capacitor process or LTCC (low temperature co-fired ceramic) technology. From the electromagnetic point of view, both processes are the same. They stack multiple layers of meander lines and make an interconnection between layers. The end product is a three-dimensional meander line. The relation between a coil ceramic antenna and a multi-layer ceramic antenna is analogous to a helix stubby antenna and a meander line stubby antenna.

A monopole ceramic antenna is still a monopole, which means its relative position to a ground plane must be correctly arranged. Shown in Figure 4.52 are two incorrect ways of placing monopole type ceramic antennas. Why they do not work well can be explained by the image theory. For both placements, the image current on the ground is in the opposite direction to the current on the antenna, and the separation between the two currents is too small. The radiation forms of the respective currents cancel each other in the far field, and that prevents the antenna from radiating. If measuring the reflection coefficient of either antenna shown in Figures 4.52a or b, we might not observe any resonance at all.
Figure 4.53  Correct ways of placing monopole-type ceramic antennas

Shown in Figure 4.53 are three correct ways of placing monopole-type ceramic antennas. The one shown in Figure 4.53a is the best scenario, where the antenna is vertically placed on the edge of ground plane. All the copper layers on the top portion of PCB are clearly outside. When using this kind of layout, the antenna is identical to an external stubby antenna except it is concealed from the cosmetic point of view. Many companies use this kind of antenna placement when measuring the antenna’s performance.

Figure 4.52  Wrong ways of placing monopole-type ceramic antennas
In Figure 4.53a, the keep-out area means no components or traces can be routed in that area, and that is quite a waste, especially for a cellular phone, where it is always a struggle for space to fit in all the components. Shown in Figure 4.53b is a real scenario. The keep-out area has significantly shrunk. In this kind of layout, the dimension D, which is the distance between the antenna and the vertical edge of the ground, is the critical parameter. By decreasing D, the keep-out area can be smaller, however, the antenna’s bandwidth and efficiency are sacrificed. So it is an engineering trade-off again, you have to pay something to gain something.

Shown in Figure 4.53c is another frequently used lay-out. The antenna is horizontally placed and a segment of metal trace is used to feed the antenna. In this arrangement, both dimensions D and E are critical parameters. The larger the gap, the better the performance. When using a ceramic antenna, it is always easier to shift an antenna’s resonant frequency down than shift it up. So some ceramic antennas are purposely made with a resonant frequency a little bit higher than the target band. When using this kind of antenna, a small segment metal trace on a PCB is required to tune the frequency down.

Shown in Figure 4.54 is the measure response of a typical WLAN chip antenna. The antenna’s model number is 2450AT43A100 and it is made by Johanson
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**Figure 4.54** Performance of Johanson Technology 2450AT43A100 (Reproduced with permission from Johanson Technology, Inc.)
Technology. It has a $-10\,\text{dB}$ reflection coefficient bandwidth of 300 MHz. The antenna is 1.2 mm tall, 7 mm long, and 2 mm wide.

For all monopole ceramic antennas, the ground around and underneath the antenna must be removed. A monopole ceramic antenna itself can be quite small. It is normally around 1 mm tall, a few millimeters wide, and less than 10 mm long. Most companies are often proposing those antennas as small footprint solutions. As antenna designers, we need to be very careful here. If an antenna claims a footprint of 2 mm$^2$10 mm and we request an antenna area accordingly, we will soon find ourselves stuck in a bad situation. We must not forget to include the keep-out area. As a rule of thumb, it is always much easier to get antenna space at the start of a project rather than at the end.

4.5.2 **IFA-Type Ceramic Antenna**

Shown in Figure 4.55 is an IFA ceramic GPS antenna made by Murata Inc. To increase the effective length of the antenna, the metal trace is routed into a U shape at the top surface of the ceramic block. On the bottom of the antenna, there are three solder pads or terminals. The antenna is fed from terminal (1). Terminal (1) on the bottom is connected to the antenna on the top through the sidewall. However, there is no galvanic contact between terminal (1) and the antenna. There is a gap between them on the sidewall. The gap functions as a series capacitor which is a part of the matching network. The other matching component required is a shunt capacitor installed on a PCB. If we remove these two capacitors, it is easy to see that without

![Figure 4.55](image-url)  
**IFA ceramic GPS antenna (Reproduced from Murata Manufacturing Co. Ltd.)**
any matching the antenna impedance is inductive and is on top side of the Smith Chart. Terminal (2) is the grounding pad, through which the antenna is connected to the system ground. Terminal (3) of the antenna is a tuning pad. This pad is DC floating but electromagnetically coupled to the antenna. By connecting a capacitor or an inductor, the effective loading of an antenna can be changed, thus fine tuning of the antenna can be achieved.

An IFA ceramic antenna is also marketed as an over-ground chip antenna solution. Based on the basic principle of image theory, we know that an antenna must be adequately separated from the ground to radiate effectively. The antenna shown in Figure 4.55 is 4 mm tall, which is about four times taller than its counterparts of monopole ceramic antennas. As an example of such antennas, a Murata WLAN IFA ceramic antenna (ANCG12G44SAA145) has a $-4.5$ dB reflection coefficient bandwidth of 84 MHz. The antenna is 3.8 mm tall, 9.8 mm long, and 2 mm wide. If comparing with a monopole antenna by the absolute size of the ceramic block, an IFA ceramic antenna is significantly bigger and its bandwidth is a lot narrower. However, an IFA ceramic antenna does not require a keep-out area on the PCB, so the effective antenna space it requires is actually less than a monopole.

In practice, the PCB area around antenna can be safely used to lay out small components. However, be cautious when placing large metal components, such as the shield box, battery, and so on, around the antenna. The antenna’s performance will be significantly degraded when it is immediately adjacent to a metal object.

### 4.5.3 Loop-Type Ceramic Antenna

Shown in Figure 4.56 is a loop ceramic antenna. The antenna is 1.85 mm tall, 4 mm long, and 1.5 mm wide. As illustrated in Figure 4.56b, all gray areas are metalized surface. The two long sidewalls are cleared of metal. At the bottom of the antenna, two slits are cut to form two solder pads. On the top of the antenna there is one slit. It might seem small, but be careful, because the “antenna” is actually only a component of a loop antenna. Shown in Figure 4.56c is a PCB layout of this antenna. The effective antenna is the loop around the keep-out area. The ceramic chip antenna functions more or less like a series capacitor. However, the ceramic chip is comparably big, so it does play a role in the antenna’s radiation. The ceramic chip is made of high dielectric material that effectively decreases the overall size of the loop antenna. The chip is composed of low loss dielectric and has a high concentration of electromagnetic field, which improves the radiation efficiency. By cutting slits on a ceramic block, the capacitance of the chip can be better controlled than a multi-layer ceramic capacitor, which improves frequency stability.

The impedance of a loop-type ceramic antenna is affected by the loop shape and position. In most circumstances a shut matching component is needed to achieve
good matching. For the WLAN antenna chip (ANCV12G44SAA127), the $-5\,\text{dB}$ reflection coefficient bandwidth given in the datasheet is 84 MHz.

In conclusion, of monopole, IFA and loop ceramic antennas, the one that occupies the least PCB area is ceramic IFA antennas. For monopole and loop ceramic antennas, there is a design trade-off between required PCB area and the antenna’s performance. There are different variants of ceramic antennas in the market, but in reality they can be analyzed by the way we are familiar with. After all, the ceramic antenna is not a startling new innovation, it is only a different way of manufacturing antennas.

### 4.6 Multi-Port Internal Antenna Module

For all the antennas we have discussed, no matter whether external or internal antennas, they are all single port antennas. With the progress of integrated circuit (IC)
technology, the size of the IC shrinks quite a lot; in the meantime, more and more functionalities can be integrated into a single chip. Antennas are now occupying a considerable portion of the available phone volume. In these circumstances, it really is a luxury to ask for dedicated volume for each individual antenna. As a consequence, several antennas have to be squeezed to form a multi-port antenna module and share the same physical space. In this section, a dual-port antenna is used to demonstrate some considerations when designing a multi-port antenna module.

With the rapid growth of the mobile communication industry, increased functionality has been integrated into a single mobile device. A CDMA phone sold in the USA has to cover at least three bands, the cellular band (824–894 MHz), the GPS band (1575 MHz), and the PCS band (1850–1990 MHz). Many CDMA phones also cover a fourth band, the Bluetooth band (2400–2484 MHz).

Based on current popular RF chipset architectures, the best antenna solution to cover the four bands of cellular, GPS, PCS, and Bluetooth needs three independently fed antennas. One antenna operates over cellular and PCS bands, one on the GPS band, and the third one on the Bluetooth band. Ideally, all three antennas can be separate enough to guarantee good isolation between them and each antenna can be placed at a separate corner on a phone. However, from the system of point, it is preferable to have all the antennas packaged into one single module. Because with only one module, the logistic process is slimmer and the PCB routing is also easier.

When squeezing three antennas into a compact volume, the mutual coupling among antennas will degrade antenna efficiency and also make it very difficult to achieve good isolation. It is an attractive trade-off to integrate some antennas into one to form a multi-band antenna.

In the past, due to the chipset architecture, single port tri-band antennas were used to cover cellular, GPS, and PCS bands. The GPS module used in those systems did not work with cellular or PCS modules simultaneously, and thus a switch was typically used to connect the tri-band antenna to different transceivers. Today, most new generation GPS modules are stand-alone solutions, and require GPS and cellular or PCS to work at the same time. Due to the high transmitting power at cellular and PCS bands, using a tri-band antenna and a triplexer to cover three bands cannot achieve the required GPS sensitivity (free space isotropic sensitivity of −145 dBm). Thus the GPS antenna has to use a different antenna port from the cellular and PCS port.

There is a similar issue when integrating the cellular, PCS, and Bluetooth bands into one antenna. Cellular and PCS transceivers normally transmit above 23−25 dBm and Bluetooth transmits around 0 dBm. To achieve the required sensitivity, a diplexer with sharp roll-off and higher out-band rejection has to be used. Considering the frequency domain proximity of the PCS band (1990 MHz) and the Bluetooth band (2400 MHz) edges, this scheme is also not used in cell phone design.

So a reasonable solution is to combine the GPS and Bluetooth antennas into one antenna. A Bluetooth transceiver transmits at a relatively lower power than cellular
transceivers, and thus the out-band rejection requirement of a diplexer is reasonable. The GPS and Bluetooth bands are well separated in frequency, so the roll-off requirement is also easy to be achieved. Several off-the-shelf diplexers have the required specifications to separate these two bands inside the RF front end.

Figure 4.57 A dual-port quad-band antenna module L1 = 31 mm, L2 = 29 mm, L3 = 11 mm, L4 = 3 mm, S2 = 1 mm and H1 = 7.5 mm
Shown in Figure 4.57 is the proposed dual-port quad-band antenna. It comprises one IFA dual-band cellular and PCS antenna and one dual-band GPS and Bluetooth ceramic chip monopole antenna. Figure 4.57a shows the front view of the dual band IFA antenna. The size of the PCB (FR4) is 50 mm * 95 mm * 1 mm. The whole PCB is covered by copper except for 6 mm along the top edge. The dual-port antenna solution occupies a volume of 10.5 mm * 10 mm * 50 mm. The top of the IFA antenna is 2.5 mm away from the top of PCB, which increases the length of whole device to 97.5 mm. The IFA antenna has a consistent strip width of 1 mm. The critical dimensions of the IFA are L1, L2, S1, and H1. By changing the L1 and L2, PCS and cellular resonant frequencies can be tuned separately. By increasing S1, the bandwidth of PCS resonance can be increased. However, increasing bandwidth degrades isolation between the IFA antenna and ceramic antenna. By decreasing H1, the third resonant frequency of IFA antenna can be increased, but that decreases the impact of the IFA antenna on the Bluetooth band, at the expense of the IFA antenna’s cellular bandwidth.

Figure 4.57b shows the GPS–Bluetooth dual-band ceramic IFA antenna. The dimensions of the ceramic block are 3 mm * 4 mm * 12 mm. The ceramic’s dielectric constant is 20. The antenna is a monopole-type antenna. A 2.2 nH shunt inductor is used to match the impedance to 50 Ω. The ceramic antenna has a consistent strip width of 0.8 mm. There are two 2 mm * 3 mm solder pads on the antenna to make it surface mountable. The critical dimensions of ceramic antenna are L3 and L4. By changing L3 and L4, GPS and Bluetooth resonant frequencies can be tuned separately.

Figure 4.58 shows the measured VSWR of the dual-port quad-band antenna. The VSWR was measured with the unused port terminated by a 50 Ω load. The solid line is the response from the cellular and PCS port and the dashed line from the GPS and Bluetooth port. Band edges are marked on the graph with small circles. VSWRs of 3.5 : 1 and 3 : 1 were achieved on the cellular and PCS bands respectively. VSWRs
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of 1.2:1 and 2.5:1 were achieved on the GPS and Bluetooth bands respectively. Figure 4.59 shows the isolation between the two antenna ports. Isolation is better than 12 dB on cellular and GPS bands and better than 17 dB on the PCS and Bluetooth bands. Actually, the isolation in the cellular band still needs to be higher to avoid the cellular signal’s jamming effect on the GPS receiver. An additional cellular band notch filter needs to be used on the GPS signal path after the GPS–Bluetooth diplexer.

Figure 4.59  Measured isolation between the cellular and PCS port and the GPS and Bluetooth port

Figure 4.60  Measured efficiency of a dual-port dual-band antenna
Figure 60 shows the efficiency measured in a 3D chamber. The efficiency was measured with the spare port terminated by a 50 \( \Omega \) load. The efficiency is 33\text{--}42\% at the cellular band, 45\% at the GPS band, 60\text{--}90\% at the PCS band, and 68\text{--}81\% at the Bluetooth band.

Figure 4.61 shows the measured 3D radiation patterns. The GPS and Bluetooth ceramic antenna is on the front of PCB and faces the \( +X \) axis. The color map scale is from \(-15\) dBi to 5 dBi. Patterns of cellular, GPS, PCS and Bluetooth are shown in Figures 4.61a–d respectively.
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Antenna Measurement

So far we have discussed how to design various external and internal antennas. After making a prototype, the next thing to do is to evaluate the antenna’s performance. In the process of designing an antenna, there are two kinds of antenna measurements: passive and active measurements. The passive measurements evaluate the performance of an antenna when the host device is inactive, so some means of external signal generators must be used. The passive measurements include VSWR or reflection coefficient, efficiency, gain, and so on. The active measurements evaluate the performance of an antenna when it is installed in a working device. Measurements, such as total radiate power (TRP), effective isotropic radiated power (EIRP), total isotropic sensitivity (TIS), effective isotropic sensitivity (EIS), and so on, all belong to this category. After an antenna design is rolled out to an assembly line, then various production tests are carried out. Passive production tests are carried out by antenna vendors and active production tests are implemented by phone manufacturers.

5.1 Passive Antenna Measurement

5.1.1 Measurement on a Vector Network Analyzer

The network analyzer is a piece of equipment which can measure a wide variety of parameters, such as reflection coefficient, transmission loss, and so on. The scalar network analyzers (SNA) can only measure the amplitude of various parameters. SNAs are relatively cheaper and are widely used in production lines. The vector network analyzers (VNA) can measure both amplitude and phase, which means it can display impedance on the Smith Chart. For an antenna engineer, a vector network analyzer, such as the one shown in Figure 5.1, is a necessity of life. When we tune an antenna, what we are actually doing is moving the antenna’s impedance around on
the Smith Chart by tweaking different parameters. With the help of a VNA, the tuning process can be conveniently visualized.

For more in-depth knowledge on VNA, refer to the “Agilent Network Analyzer Basics” [1]. Shown in Figure 5.2 is the schematic of a simplified VNA. The simplified VNA has two ports, and is only able to measure S11 and S21. There are three vector receivers inside the VNA. Each of them can measure amplitude and phase simultaneously. The R is a reference receiver. It is connected to the signal source through a power divider. Therefore, what it measures is proportional to the power flows out of port 1, which is connected to the other branch of the power divider. The A is a reflection receiver, which is connected to the port 1 through a directional coupler. The coupler is designed to only couple the power reflected from DUT and disregard the power from the port 1. The B is a transmission receiver, which measures how much

Figure 5.2  Schematic of a simplified VNA (Reproduced with permission from Agilent Technologies, Inc.)
power passes through the DUT and enters the port 2. Based on the measured complex values from receivers A and R, the S11 can be calculated. With values from receivers B and R, the S21 can also be obtained.

The schematic of a real two-port VNA, which can measure all four S parameters (S11, S21, S12, and S22), will be more complex. However, the principles of measurement are the same. All other parameters, such as complex impedance and group delay, can all be deduced from the S parameters.

To evaluate the matching of an antenna, both the reflection coefficient and the VSWR can be used. The reflection coefficient, another name for either S11 or S22, calculates the ratio between reflected power and total incident power. The VSWR calculates the ratio between the maximum and minimum voltage of a standing wave on the transmission line. Although their definitions are different, those two measurements are actually equivalent. The conversion formulas between them are shown in Equation (5.1).

\[
\text{Reflection Coefficient} = 20 \times \log_{10} \left( \frac{\text{VSWR} - 1}{\text{VSWR} + 1} \right) \quad (dB)
\]

\[
\text{VSWR} = \frac{1 + 10^{RL/20}}{1 - 10^{RL/20}} \quad (: 1)
\]

Shown in Table 5.1 is the corresponding list between reflection coefficient and VSWR. When setting an antenna’s specification, some companies like to use reflection coefficient while others prefer VSWR, so conversion is commonly done. It does not look very professional if you have to pull out a calculator every time a conversion is needed. However, it is also a little bit too much to ask somebody to memorize the whole table.

<table>
<thead>
<tr>
<th>VSWR</th>
<th>Reflection coefficient (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1:1</td>
<td>$-\infty$</td>
</tr>
<tr>
<td>1.22:1</td>
<td>$-20.0$</td>
</tr>
<tr>
<td>2:1</td>
<td>$-9.54$</td>
</tr>
<tr>
<td>3:1</td>
<td>$-6.02$</td>
</tr>
<tr>
<td>4:1</td>
<td>$-4.44$</td>
</tr>
<tr>
<td>5:1</td>
<td>$-3.52$</td>
</tr>
<tr>
<td>6:1</td>
<td>$-2.92$</td>
</tr>
<tr>
<td>7:1</td>
<td>$-2.50$</td>
</tr>
<tr>
<td>8:1</td>
<td>$-2.18$</td>
</tr>
<tr>
<td>9:1</td>
<td>$-1.94$</td>
</tr>
<tr>
<td>10:1</td>
<td>$-1.74$</td>
</tr>
</tbody>
</table>

Table 5.1 Conversion table between VSWR and the reflection coefficient
As an easy way out, only two approximate relations need to be memorized:

1. Reflection coefficient $-10 \text{ dB}$ approximately equals VSWR 2 : 1.
2. Reflection coefficient $-6 \text{ dB}$ approximately equals VSWR 3 : 1.

For a cellular antenna design, $-10 \text{ dB}$ is great. It is hard to find a reflection coefficient better than that. An antenna with $-6 \text{ dB}$ reflection coefficient is still a good one if it is an internal multi-band antenna. Depending on the project, a reflection coefficient of $-4.5 \text{ dB}$ at band edges might be acceptable. As a comparison, for big antennas, such as base station sector antennas and reflector antennas, a $-20 \text{ dB}$ reflection coefficient, which approximately equals VSWR 1.2 : 1, is normally chosen as the specification.

Although theoretically the reflection coefficient and the VSWR are equivalent, when designing cellular antennas, VSWR is better for illustrating results. The reflection coefficient puts more emphasis on the range of small reflection. For a cellular antenna, an antenna with return loss of $-30 \text{ dB}$ is not much better than a $-10 \text{ dB}$ one. However, a $-6 \text{ dB}$ antenna is noticeably different from a $-4.5 \text{ dB}$ one. Contrary to the reflection coefficient, the VSWR puts more emphasis on the range of large reflection. Any VSWR between 1 : 1 to 2 : 1 means great matching, which corresponds to a reflection coefficient range from $-\infty \text{ dB}$ to $-10 \text{ dB}$. A VSWR from 2 : 1 to $\infty : 1$ corresponds to a reflection coefficient from $-10 \text{ dB}$ to 0 dB. To give a more intuitive example, both the reflection coefficient and the VSWR of the same antenna are illustrated in Figure 5.3.

The VSWR can effectively represent an antenna’s matching condition in the frequency domain, and the Smith Chart is more useful in tuning an antenna. It is very useful to be able to look at both of them simultaneously and most modern VNAs support that. There is more than one way to display both the VSWR and the Smith
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Chart simultaneously. Using Agilent E5071C as an example, you can use either multiple-channel mode or multiple-trace mode. However, multiple-channel mode is overkill and is inconvenient. The multi-channel mode requires a dedicated calibration and port extension for each channel. In this mode, to display both the VSWR and the Smith Chart, two separate calibrations are required. The multiple-trace mode is the one which suits antenna designing better. By selecting two traces and a horizontal-tile arrangement, the display of VNA should look like Figure 5.4.

An antenna is a radiator, which means any nearby object can affect the antenna’s response. So a phone fixture needs to be far from the bench’s surface and be supported by a piece of foam, whose permittivity is close to 1. Shown in Figure 5.5 is such a testing set-up. To ensure a fixture is immune from nearby objects, vary the distance between a fixture and a bench by adding more foam, then the antenna’s response should be stable.

After designing an antenna, there is a trick which can give a rough idea whether the antenna works well. Sweep your hand several centimeters above the fixture, the antenna’s response should synchronously fluctuate with the hand’s movement. More fluctuation normally means better performance. If there is a resonance which is very stable, no matter how the hand moves, it is most likely that the resonance is an internal parasitic one, which normally does not radiate well and has very poor efficiency. As shown in Figure 5.6, the antenna’s response varies with the hand’s movement.

![Figure 5.4 Displaying both the VSWR and the Smith Chart on a VNA](image-url)
Figure 5.5  A fixture connected to a VNA

Figure 5.6  Use hand to quickly check an antenna's performance
5.1.2 Fixture

Making a good fixture is an essential skill to ensure success in all antenna projects. The ultimate goal for a fixture is to duplicate an environment which is electromagnetically identical to the real phone, for an antenna under test. As has been demonstrated in the previous chapters, usually the body of a phone is also part of the radiator. Any modification required to make a fixture might move the resonant frequency or affect the matching condition. Thus it is quite critical to make a fixture which will disturb the radiation current on a phone as little as possible.

Normally, when we begin to design an antenna for a phone project, we start with a blank slate. It is important to solicit some prototype parts from mechanical engineers to start with. The following two parts are the most important ones:

1. PCB. The trace layout on the PCB is not critical. The ground pattern on the PCB is more important, because the ground is part of the radiator. All the metal in the keep-out area should be removed. At the early stage, a single-sided board is good enough for antenna designs. Extra caution must be paid if a double-sided PCB is used. The metal on both sides of the PCB must be well connected, otherwise some undesired parasitic resonance might occur.

2. Antenna support. An antenna’s bandwidth and performance are highly correlated with the volume an antenna occupies. Without antenna support, it is very difficult to control an antenna’s volume. A handful of samples from a machine shop should be enough at the beginning. Try to use the same plastic which the antenna is planning to use in the mass production.

Other parts, such as the phone housing, the battery, the LCD, and so on, are also important. The more parts you have, the more accurate you will be able to predict the antenna’s performance, however, it can still be done without them.

If you find the first prototype antenna has 80% efficiency, don’t be too excited. The efficiency will drop when you get all the real parts. If the efficiency of your first prototype is the same as the project’s specification, that’s not the right state to be in.

5.1.2.1 Location of Testing Cable

Because a phone is inactive when doing passive measurement, an external source must be used to carry out various measurements. To connect equipment to an antenna, some kind of transmission line is needed. At the frequency range on which the phone operates, coaxial cables are the commonly used transmission lines. Shown in Figure 5.7 are various coaxial cables.

Figure 5.7a shows several high-grade flexible cables with different dimensions. The inner conductor is a solid silver-plated copper wire. Outside the inner conductor is the insulation layer, which is made of PTFE or Teflon. The outer conductor of the
insulation layer is composed of two layers of metal shield. The inner shield layer is silver-plated copper tape, helically wrapped with overlap between layers. This layer is the main shielding layer. The outer shield layer is silver-plated copper wire, tightly braided over the inner shield. The braids are primarily a strength member that also adds additional RF shielding. Outside the shield layer is the jacket layer. For some cheaper coaxial cables, the outer conductor layer is composed of only silver-plated copper wire.

A semi-rigid cable, as shown in Figure 5.7b, also has inner and outer conductors separated by an insulation layer. What makes a semi-rigid cable different from a flexible cable is that it has a solid copper outer sheath. Several cables with different diameters are shown in Figure 5.7b. Semi-rigid cable offers superior performance compared to flexible cables, especially at higher frequencies. For some applications, the major disadvantage is that the cable, as its name implies, is not very flexible, and is not intended to be flexed after initial forming. However, when making a fixture, a semi-rigid cable is the best choice.

For the convenience of testing, do not make a fixture with a long cable attached. Instead, put a short pigtail cable on the fixture and use a long flexible cable to make the interconnection between equipment to the short pigtail cable. To maintain the continuity of the coaxial structure, a coaxial connector is required as the interface between a pigtail cable and a flexible cable. SMA connectors are the de facto industry standard for mobile antenna industry. Either buy semi-rigid cable and suited connector separately, then assemble them yourself or order semi-rigid cable assemblies. The SMA connectors shown in Figure 5.8 are PCB board mount-type connectors. They are supposed to be soldered to a board directly. The one with a pin at the center is the male type. The other one with a hole in the middle is the female type.

Shown in Figure 5.9a is an IFA antenna model used in simulations. All gray areas are metal surface. The small area, which is marked by a dash circuit and magnified in the insert, is a lumped port. A voltage source is used at the port to feed the antenna.
Shown in Figure 5.9b is a prototype of the IFA antenna. A semi-rigid coaxial cable is used as the feeding transmission line. The detail of the feeding structure is magnified in the insert. The end of the coaxial cable’s outer conductor is soldered to the edge of the ground plane and the inner conductor is soldered to the antenna. The whole coaxial cable is placed on top of the ground plane and soldered to the ground at many points. When a signal travels along the cable, all the currents and electromagnetic field are constrained inside the cable. There is no current on the outside surface of the outer conductor and thus no radiation. At the open end of coaxial cable, the current on the inner conductor flows to the antenna and the current on the outer conductor flows to the ground. As the end of coaxial cable is connected across the gap, it is equivalent to a voltage source over the gap, just like the voltage source used in Figure 5.9a.

Figure 5.8 SMA connectors

Figure 5.9 Making a prototype
In Figure 5.9b, at the opposite end of the semi-rigid cable there is a SMA connector. The connector is placed on the right side. Actually, the connector’s position is not selected arbitrarily, it is optimized to minimize the intrusion effect of a testing cable.

For most cellular antennas, the ground is part of the radiator. There are strong electromagnetic fields and current distributions on the ground. If the position of the pigtail connector is not well chosen, currents on the ground can leak to the testing cable. As a testing cable is much longer than the ground, the cable becomes a radiator by itself.

Let’s use the dual-band antenna shown in Figure 5.9 as an example to explain how to select a position for a pigtail connector. There are four edges on a ground plane. Edge #1 is adjacent to the antenna element, putting anything here will strongly affect the antenna’s response. Edge #3 is the furthest edge of the antenna, so some people might think this edge is the best choice. However, it isn’t. The length of ground can affect an antenna’s response, especially at the lowest band. More discussion on the impact of a ground on an antenna’s response can be found in Section 3.4. On edge #2, there are strong currents at both low and high bands. Of all four edges, edge #4 is the best location for the connector.

In practice, the exact location of the connector is decided by trial and error. You can put the connector at a location of your best guess; connect the fixture to a network analyzer through a flexible cable; use your hand to touch the connector and different spots along the PCB’s edge, check the antenna’s response at the same time. The ideal location for the connector is where the antenna’s response does not change at all when your hand touches it. That ideal location may not exist, so just pick a location which provides the most stable response across all interested bands. A choke, which will be discussed later, can be used to take care of the residual effect.

Shown in Figure 5.10 is a fixture which has some improper details. The spot A, which is the end of coaxial cable, must be soldered to the ground. Without that solder
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point, the current has to flow on the outer surface of the cable until it reaches the first solder point. That is equivalent to adding a series inductor into the feeding line and can distort the antenna’s real response, especially at the higher band. The inner conductor marked at spot B is too long and it also adds parasitic series inductance to the antenna’s response. The length of the pigtail, which extrudes out of the PCB, at spot C is a little longer than necessary. If an ideal sweet spot for the connector can be found, in theory, the length of the pigtail should not affect the antenna’s response. In reality, more or less, the connector still has some impact, so it is good practice to keep that length as short as possible.

When making a fixture out of a real phone, it is important to figure out where to disconnect the transceiver and tap the semi-rigid cable in. For the primary antennas, there is always a connector, usually, there is a switch connector, between an antenna and a transceiver. Due to production variations when making a phone, a phone must go through a tuning and calibration process to be compliant with various requirements on safety and performance. Shown in Figure 5.11 is a switch connector. In a normal operating mode, the signal just passes through the connector. When a probe is plugged in, it disconnects one side and makes contact with the other side. In a phone, the connector disconnects an antenna, so various pieces of equipment can make accurate measurements on the transceiver.

The PCB area of a switch connector is an ideal tapping point for a semi-rigid cable. Switch connectors are coaxial connectors, so they have both inner and outer conductors. Naturally, the solder pads of a switch connector on a PCB are always readily routed to both signal and ground. All ports of a switch connector are designed as 50 \( \Omega \), that means all transmission lines connected to a connector have a characteristic impedance of 50 \( \Omega \). When making a fixture, we just remove the connector with a hot gun and put the cable in, and then we are all set.

![Figure 5.11](image.png)

Figure 5.11  Switch connector (Reproduced from Murata Manufacturing, Co., Ltd.)
For some auxiliary antennas, such as GPS antennas or WLAN/BT antennas, there is no switch connector on the PCB. As the specifications for those applications are quite loose, no tuning process is needed. However, even in such circumstances, the antenna is still connected to the chipset by a 50 Ω transmission line. In some cases, the 50 Ω line terminates at the transceiver chip, which can be removed to make space for a pigtail cable. In other cases, a transceiver has a balanced RF port and a balun is used to convert a single end signal to a balanced one. In such cases, the balun needs to be removed and the pigtail cable must be tapped to the single end 50 Ω line.

5.1.2.2 Choke and Ferrite Beads

When making a fixture, it is not always possible to put the pigtail cable at the ideal location. A phone’s PCB is populated with various integrated circuits, shielding boxes, board-to-board connectors, and so on. It is not good practice to significantly modify the PCB, as it might change the radiation property of the PCB. When a testing cable is attached to the pigtail of a fixture, some residual current will flow on the surface of the cable. That may affect an antenna’s frequency response, radiation pattern, and efficiency.

To mitigate the current on the cable, some kind of RF choke should be used. Shown in Figure 5.12 is a sleeve choke. The choke is formed by several series of arranged

![Figure 5.12 Sleeve choke](image-url)
metal cylinders. One end of each cylinder is soldered to the outer conductor of a coaxial cable. This kind of choke is not reciprocal and can only be connected to a fixture in one direction.

Shown in Figure 5.12b is the cross-section of a sleeve choke. The metal sleeve and the outer conductor of coaxial cable form another coaxial structure. For current flows on the cable’s outer surface, this coaxial structure functions as a transmission line. The further end of the sleeve, which is referred to the antenna side, is connected to the outer conductor of coaxial cable. This connection is equivalent to a short circuit for the sleeve structure. The length of sleeve is one quarter of a wavelength. Based on the transmission line theory, a short circuit becomes an open circuit after one quarter of a wavelength. At the open end of the sleeve, it becomes an open circuit and the current here should be zero. In reality, although most currents are choked at the first sleeve, some residual currents still pass though. A few more sleeves are used to further reduce the surface current on the cable.

The sleeve choke shown in Figure 5.12 is a single band choke. As the effectiveness of current suppression is related to the quarter wavelength, the frequency band of the choke is quite narrow. To cover different bands, chokes of different dimension are required. Some studies [2, 3, 4] on how to make multi-band chokes have been done, but they are quite complex and seldom used in practice.

Nowadays many antennas are multi-band, so it is preferable to use a wideband choke instead of several narrowband ones. Shown in Figure 5.13 are some ferrite bead chokes. Ferrite chokes are produced mainly for EMI purposes. As the cable radiation in antenna measurements is basically the same as the EMI radiation,
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some means of suppression can be used. Just as its name implies, ferrite chokes are made of ferrite material. There are two commonly used ferrite material: manganese-zinc (Mn-Zn) and nickel-zinc (Ni-Zn). Mn-Zn ferrite chokes are used in 1–30 MHz. The marked working frequency for Ni-Zn chokes can be up to 1 GHz. Mobile communication starts at hundreds of megahertz, so only Ni-Zn chokes can be used.

Ferrite material has very high permeability (μ), which ranges from hundreds to thousands. The inductance L of a piece of wire is directly correlated to the permeability of the surrounding material, and the surface impedance is defined by \( j2\pi fL \), where \( f \) is the working frequency. Based on the above relations, a ferrite choke should have a better suppression effect at a higher frequency. That is only half correct, because the permeability of ferrite material is not a constant but a variable of frequency.

Shown in Figure 5.14 is the measured data of Round Cable EMI Suppression Core 2661023801 made by Fair-Rite Inc. Below tens of megahertz a wire with ferrite choke appears to be pure reactance, which is lossless. Between the tens of megahertz and hundreds of megahertz frequency range, the wire becomes lossy, so it functions as an inductor in series to a resistor. In the middle of this frequency range, while the resistance keeps increasing, the reactance starts to decrease. Around 600 MHz the reactance part of a ferrite choke becomes so small that it functions mostly as a resistor. At the highest frequency, the resistance will also start to decrease.

To function as an ideal choke, the choke should be pure reactance. When there is resistance portion in the total impedance, the choke becomes lossy and consumes power, thus making the measured antenna’s efficiency worse than it actually is. In some engineers’ opinion, as ferrite chokes are specified as 1 GHz components, they
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should not be used above that frequency. Other engineers think differently. They
think this kind of ferrite chokes can be used in all mobile communication bands,
which is up to 2.17 GHz. The author supports the later opinion. The following are
several arguments.

Although the ferrite chokes become quite lossy at high frequency, the impedance is
still relatively high. The power consumed by a ferrite choke is proportional to $\frac{V^2}{R}$. The
E field at the connector spot is less than the E field at the antenna feeding. As the R is
also much larger than the antenna’s impedance, the total impact on the antenna’s
efficiency is reasonable. As discussed in the last section, the connector position must
be carefully selected so the current leak to a cable is as little as possible. The ferrite
choke only serves as an auxiliary means to mitigate residual current on a cable. So
even if the ferrite chokes absorb all the currents instead of stopping them, it shouldn’t
degrade the antenna efficiency too significantly. On the other hand, lossy chokes can
still provide a stable condition for antenna measurement that is much better than
shooting a moving target. As the chokes always make the antenna efficiency worse,
so it is safe to use the value measured with chokes, which inherently provide a safety
cushion, and we can be certain that the real value must be better. A lossy choke might
change the frequency response of an antenna, so at the later stages when doing active
antenna measurements, when the testing cable is no longer an issue, a batch of
slightly differently-tuned antennas should be measured to capture the optimum
parameters for the final production antenna.

Shown in Figure 5.15a is a fixture with some ferrite chokes attached to effectively
suppress the surface current on the cable. A 10 cm long tightly packed ferrite beads
should be enough to isolate the measurement cable. You can check the effectiveness
of the choke by touching the measurement cable with your hand. With or without a
hand, the measurement value should always be stable.

Shown in Figure 5.15b is a flexible cable with some ferrite chokes sparsely
attached. This kind of cable is used in anechoic chambers. For a chamber used for
measuring high gain antennas, an untreated cable is fine. Because the cable can be
routed on the back of the antenna and placed in the shadow of sidelobes, the
measurement error introduced by the cable is negligible. On the other hand, all
mobile communication antennas are low gain antennas. That means these antennas
radiate in almost all directions. If a long untreated cable is used in the chamber, some
electromagnetic energy will be picked up by the cable and re-radiate back to the
space, which causes measurement error. By putting ferrite chokes on a cable, the long
metal object is divided into discrete small segments, if considered from the
electromagnetic point of view. Each segment is much shorter than a wavelength,
thus it is transparent to the electromagnetic wave. As the cable is not immediately
adjacent to a phone fixture, the coupled current on the cable is quite weak, so it is not
necessary to use tightly packed ferrite chokes as shown in Figure 5.15a. To suppress
secondary radiation from a test cable, whether a ferrite choke is lossy or not is no
longer a concern. As long as a ferrite choke can kill the surface current, it is qualified.
In conclusion, traditional sleeve chokes have pretty good characteristics in a relatively narrow bandwidth. They were popular when most antennas were single band ones. Nowadays, if you need to use a choke, the best option is a ferrite choke. As different ferrite materials have different specifications, you might have to use two or three ferrite chokes with different dimensions and frequency characteristics to cover an ultra-wide bandwidth, say, from 800 MHz to 6 GHz.

However, those who are not convinced that ferrite chokes can be used at high frequency can live without a choke. Just make sure that the pigtail connector is located at an optimal location which can minimize the impact of a measurement cable.

5.1.2.3 Port Extension

Before we can use a VNA, normally we need to calibrate it first. The calibration process used to be quite cumbersome and required multiple standards, such as OPEN, SHORT, LOAD, and so on. For more on the principle of calibration, some application
notes [5,6] from Agilent Inc. are quite helpful. Nowadays, the calibration can be done with an E-Cal module, shown in Figure 5.16, which is pretty much foolproof. After the calibration, the reference plane of the VNA is set to the end of the flexible cable. If we only want to know whether an antenna works well, a calibrated VNA can provide an accurate measurement. If we need to tune an antenna or design a matching network, we need one more stage: port extension.

Shown in Figure 5.17a is the schematic of a test fixture. The impedances shown in Figures 5.17b and c are results of the same dual-band antenna using different reference planes, one at the calibration plane and the other at the antenna feed. The complex impedances of two measurements are totally different. As discussed in Chapter 2, when designing a matching network, the topologic of a matching circuit depends on its original impedance, whether it is capacitive or inductive. If the measured complex impedance is wrong, it is impossible to design the matching circuit correctly. The difference between two results is caused by the pigtail cable between the two reference planes. As we know, a transmission line can clockwise rotate any impedance on the Smith Chart. The impedance moves a full circle on the Smith Chart for every half-wavelength. For a wideband or a dual-band antenna, the cable’s electrical length varies significantly at different frequencies, thus an antenna’s impedance curve is spread widely on the Smith Chart.

When we design an antenna, what we want to know is the complex impedance at the feeding point or at the matching circuit. To move the reference plane from the calibration plane to the antenna feed, a port extension function is required. Fortunately, most VNAs have a port extension as a built-in function, which moves the calibration reference plane by specifying the electrical delay. Mathematically,
the effect of a pigtail cable on an antenna’s impedance can be expressed by Equation (5.2):

\[ Z_{\text{Cal}} = Z_{\text{ant}} \cdot e^{j2\pi l/\lambda} \]  

where \( l \) is the length of the pigtail cable, \( \lambda \) is the wavelength, \( Z_{\text{ant}} \) is the actual antenna impedance, and \( Z_{\text{Cal}} \) is the measured impedance. What a port extension does is multiply \( Z_{\text{Cal}} \) by a \( e^{j2\pi l/\lambda} \) factor, so \( Z_{\text{ant}} \) can be restored.

Shown in Figure 5.18 is the screenshot of the port extension menu of an Agilent VNA E5071B. It is under \( \text{Cal}\text{Port Extension} \). A port extension can be carried out separately on each port. VNAs from different manufacturers may have different menu arrangements. Some VNAs even have an automatic port extension function. You should refer to the respective user manual accordingly. As shown in Figure 5.18, five steps are required to properly set the port extension on an E5071B.
The unit used in port extension can be either length or time, which means how long the pigtail cable is or how much time an electromagnetic wave needs to travel through the cable. You should never measure the length of a cable by a ruler, then manually input the value. The inherent assumption used here is that the cable is air-filled and a signal travels at the speed of light in vacuum. As the semi-rigid cable used in a fixture is filled with dielectric material, the assumption is not valid. In practice, a port extension has two steps. First, we disconnect the antenna and make a short circuit at the feed or the matching circuit. In the second step, we adjust the port extension value until the whole impedance curve is concentrated into a tiny area around the zero impedance point on the Smith Chart. If the frequency band is quite wide, say, from 800 MHz to 6 GHz, the impedance curve may spread a little bit. That is normal.

If you have several fixtures, each fixture must have their own port extension value. A good way to avoid making mistakes is to save the setting of each fixture in a separate file. Each time before you start testing, load the setting file for the specific fixture. If a choke is used with a fixture, the choke should be attached to the flexible cable when doing the calibration and port extension, as the choke also has a certain length. It is good practice for each engineer to have a dedicated choke. That avoids the potential error caused by different choke lengths.

5.1.3 Passive Chamber Measurement

The best environment to measure an antenna’s efficiency is in free space. However, this is not practical, so the anechoic chamber was introduced. “Anechoic” means nothing bounces back from the chamber wall. In an ideal anechoic chamber, all electromagnetic wave travels outward and nothing is reflected back, which is just what will happen in free space. An anechoic chamber is a metal shielding room with all the internal surfaces covered with radiation absorbent material (RAM). The RAM can absorb most incident electromagnetic waves. Detailed information of anechoic
chamber technology can be found in books [7, 8, 9]. Only the essential knowledge is introduced here.

Shown in Figure 5.19 are a rectangular and a tapered chamber. Both of them are widely used in the mobile phone industry. In most chambers, the transmitting horn antenna and the device under test are located along the axis of the longest dimension. In Figure 5.19b, the cone on the end of tapered section is the transmitting horn and the antenna under test is at the center of the rectangular section. Compared with the tapered chamber, the rectangular chamber is more compact and its construction cost is less. However, its working frequency range is narrower and its overall electrical performance is also inferior.

The RAM is designed and shaped to absorb incident RF radiation, as effectively as possible, from as many incident directions as possible. Based on the principle of physics, at an interface of two different dielectrics, some portion of an incident electromagnetic wave will be reflected and some of it will pass through. The reflection coefficient depends on the difference between the dielectric properties of two dielectrics. The larger the difference, the more reflected energy there is. As the whole purpose of RAM is to absorb incident energy instead of reflecting it, we must minimize the difference between two dielectrics. The dielectric on one side is air, which has a permittivity of 1. On the other side, the absorbing material is made of rubberized foam, which is composed of a large amount of air and its permittivity is close to 1. Some people might think that the absorber is made of solid plastic or rubber, but now it is obvious why it cannot be.

To function as an absorber, low permittivity is not the only requirement. The RAM must have appropriate lossy characteristics. The RAM needs to adequately attenuate the electromagnetic wave before the wave reaches the metal shielding wall behind it, where the wave gets reflected back. By doping rubberized foam with controlled mixtures of carbon and/or iron, the desired absorbing property can be achieved.

Shown in Figure 5.20 are two commonly used absorbers. One is pyramid shaped and the other one is wedge shaped. The wedge absorber has been used in the tapered
chamber shown in Figure 5.19b. You should be able to see them in the tapered section of that chamber.

Now let’s explain why the absorber has such a weird form factor. Although the RAM is designed to have as little reflection as possible, there is still some residual reflection. For a normal anechoic chamber, the reflection from the wall should be less than $\frac{-40}{C_0}$ dB, which is well below a flat RAM’s reflection level. By forming the RAM into a wedge shape as shown in Figure 5.21, most reflected energy bounces into the surface of the adjacent cone or ridge. Each time the electromagnetic wave hits an interface, most of the energy will penetrate into the RAM and be attenuated. After several bounces, only a tiny portion of the incident energy is still left.

A pyramid absorber can be used in any location in a chamber. A wedge absorber can only be used when the incident plane of wave approximately aligns to the wedge’s edge. If the incident wave is orthogonal to the edge, the reflection from

Figure 5.20  Radiation absorbent material (Reproduced with permission from Microwave Vision SA)
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Figure 5.21  How an absorber works
the absorber will increase due to the diffraction from the edge. An absorber has the best absorbing capability when the wave incidents come from the normal direction. The case shown in Figure 5.21 is such a good working condition, which has large incident angle. The effectiveness of an absorber starts to decrease when the incident angle gets smaller. At small incident angle, a wedge absorber always has better performance than a pyramid one. If we revisit the tapered chamber shown in Figure 5.19b, it should be clear why the wedge absorber is used at the tapered section.

The thickness, which is from the tip to the base, of an absorber is decided by the wavelength of its lowest working frequency. For an absorber working in a frequency as low as 800 MHz, the height is around 30~40 cm range. Of course, the bigger absorber is always better, but it also costs more.

Because the absorber is doped with carbon, its natural color is black. A layer of paint, normally blue, is sprayed on the surface of absorbers to increase their light reflection. Without that layer of paint, an anechoic chamber would be too dark to work in.

Shown in Figure 5.22 is a standard test set-up in a 2D chamber. A dual-polarization horn antenna serves as the transmitting antenna. A phone fixture, which is installed on a rotation table, serves as the receiver. As the system is reciprocal, so the measured value should be the same if the phone serves as the transmitter and the horn as the receiver. A network analyzer, which measures the transmission loss between the horn and the phone fixture, is at the heart of the measurement system.

To evaluate an antenna, radiation patterns of both horizontal and vertical polarization must be measured. For most chambers used in the phone industry, the dual
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polarization horn is the standard. A single-pole double-throw (SPDT) switch can be used to change between two polarizations. For chambers which require wider bandwidth and better polarization purity, single polarization horns are normally used. In such a system, the phone fixture must be measured twice with the horn rotated 90° between measurements. In a dual-polarization horn, the pair of vertical ridges generates the vertical polarization. The horizontal ridges correspond to the horizontal polarization.

A 2D chamber is very useful for measuring high gain antennas, such as reflector antenna and an array antenna. However, in the phone industry, the 3D chamber is the standard. Several measurements, which are required in the process of certification, must be carried out in a 3D chamber. Shown in Figure 5.23 is a 3D chamber. The only difference between a 2D chamber and a 3D chamber is the rotation table. On a 3D rotation table, a phone fixture can rotate in the azimuth plane and it can also revolve around itself.

The coordinates’ definition in a 3D chamber might be very confusing. For most far field 3D chambers on the market, the Axis II is the Z axis. Rotation around Axis I corresponds to the elevation angle \( \theta \) and around the Axis II corresponds to the azimuth angle \( \phi \). When measuring a 3D radiation pattern, the rotation table rotates around the Axis I from 0° to 180° and the rotation arm revolves around the Axis II between 0° and 360°. The moving speed of the whole rotating table and the rotating arm is quite different. By distributing most movement to Axis II, the total measurement time can be minimized. In a 3D chamber, the definition of a horn’s polarizations also changes. The vertical E field actually corresponds to the horizontal polarization and vice versa.

![Figure 5.23](image)  
**Figure 5.23** Simplified block diagram of a 3D test set-up
Shown in Figure 5.24 is the measurement sphere of the phone shown in Figure 5.23. The sphere is also called the “conical” cut sphere. The moving step of Figure 5.24 is $15^\circ / C14$. The circles around the sphere are the measurement paths. For each turn around the Axis II, the measurement path is a full circle on the sphere. On each circle, there are evenly distributed test locations, which are also $15^\circ$ apart from each other and are not marked in the figure. At each test location, an antenna’s responses to both horizontal and vertical polarizations are measured.

Both 2D and 3D chambers discussed above are far field chambers. It means that the distance between the horn and the phone fixture is far enough, and the sphere wave at the fixture can be approximated by a planer wave. Shown in Figure 5.25 is a near-field sphere.

**Figure 5.24** Measurement 3D sphere ($15^\circ$ step)

**Figure 5.25** Near field chamber (Reproduced with permission from Microwave Vision, SA)
chamber [10], which is normally known as the Satimo chamber. The raw data measured by a Satimo chamber is near-field data. A computer code is used to transform near-field data to a far-field result.

One unique feature inside a Satimo chamber is the arch. The arch is composed of an array of probes, which are evenly distributed on the circumference and wrapped by absorbing material. Each probe can detect two orthogonal polarizations. The white column in the middle, which is made of foam, is to support phone fixtures. In Figure 5.25, a horn antenna was placed on the support as the device under test. A testing cable runs through the middle of the column to connect fixtures. In a Satimo chamber, the horizontal plane is the azimuth one and the vertical plane is the elevation one. To get a pattern of elevation cut, the system only needs to electronically scan the array of probes. To get a full 3D pattern, the system rotates the foam column from $0^\circ$ to $180^\circ$ and scans the probes accordingly. As electronic scanning is faster than a mechanical scanning, the primary scanning plane is the elevation plane.

Shown in Figure 5.26 is the measurement sphere of a Satimo chamber. The moving step is $15^\circ$. The sphere is also called the “great circle” cut sphere. This measurement sphere is more intuitive. The 3D spheres shown in Figures 5.24 and 5.26 may seem different; the actual test locations on both spheres are identical. The only difference is the measurement path which connects all test locations.

Both kinds of chambers can be qualified to carry on CTIA certification tests [11], which means they have adequate accuracy. In normal operation, a multi-probe system is faster when doing measurement. However, a multi-probe system must be calibrated more frequently, as it has more probes and is more sensitive to environment variation, such as temperature fluctuation. On the other hand, a standard far field chamber is more stable, but it also takes more time to do the measurements.
A 3D passive anechoic chamber can measure various antenna parameters, such as efficiency, gain, axial ratio, beamwidth, and so on. All those parameters are deduced from the same set of measured raw data. Of all the parameters, efficiency is the most important one for a cellular antenna. The efficiency definition used in the cellular antenna industry is shown in Equation (5.3).

\[ \text{Eff} = \frac{P_{\text{radiated}}}{P_{\text{available}}} \cdot 100 \quad (\%) \]

\[ = 10 \cdot \log_{10} \left( \frac{P_{\text{radiated}}}{P_{\text{available}}} \right) \quad (dB) \]

\[ = 1 - \text{Loss}_{\text{mismatch}} - \text{Loss}_{\text{matching circuit}} - \text{Loss}_{\text{antenna}} \quad \text{(Normalized)} \]

Efficiency is defined by the ratio between the total radiated power and the available power at the mating connector of the testing cable. The efficiency value includes the contribution of the impedance mismatch loss, the matching circuit loss and the conductive and dielectric loss from the antenna and the phone structure. Besides using percentage (\%) as the unit when referring to efficiency, dB is also widely used. Shown in Table 5.2 is the corresponding list.

In the cellular phone business, 50% or −3 dB is the gold standard for the antenna efficiency. When a project is accomplished, if the antenna has efficiency better than −3 dB across all bands, you have reason to smile. In some literatures, you might see authors claim antennas’ efficiency better than 95%. The efficiency definition they used, which does not include mismatch loss, is a legitimate one but is different from Equation (5.3).

Besides efficiency, gain is the other frequently used parameter to describe an antenna’s electrical characteristic. However, gain is not really important when designing cellular antennas, as it is not solely decided by antennas. Comparing the antenna gain of different phones is not important. In the cellular application, as a phone’s orientation and base stations’ locations are all arbitrary, high gain antennas do not necessarily mean better performance. When an antenna has higher gain in a

<table>
<thead>
<tr>
<th>Antenna efficiency (%)</th>
<th>dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>−6</td>
</tr>
<tr>
<td>50</td>
<td>−3</td>
</tr>
<tr>
<td>~80</td>
<td>−1</td>
</tr>
</tbody>
</table>

Source: [0,1,2].
certain direction, it must have deeper null in other directions. As there is no way to continuously point the peak of antenna’s radiation pattern toward a base station, the overall system performance of a high gain antenna is actually worse. As a rule of thumb, as the radiation pattern at lower band is more uniform, the lower band’s gain is always less.

When both a phone’s form factor and its antenna’s shape have been determined, the gain of the antenna is highly correlated to its efficiency. To measure an antenna’s efficiency, a 3D pattern data must be collected, which is quite time-consuming. As an alternative, measuring gain is a better way when you need to assess several antenna samples. For an antenna with known radiation peak, you can use chamber software to point the peak toward the testing horn antenna. The peak gain of most cellular antennas is quite low, which means the pattern’s beamwidth is wide, which in turn means the gain measurement is not sensitive to slight positioning variations. To assess 20 antenna samples, the efficiency measurement needs a few hours to half a day, the gain measurement can be accomplished in several minutes. There is a precondition when using the gain method to substitute efficiency measurements, which is that normalized patterns of all antenna samples must be consistent. If a phone has intermittent connection between metal objects, the radiation patterns might change between tests. In such circumstances, the efficiency measurement may be the only reliable method.

5.2 Active Antenna (OTA) Measurement

In a passive antenna measurement, an antenna is isolated from the active system, which gives us a clean environment to design, debug, and optimize the antenna. The passive measurement is a component level test. As a product, cellular phones are always evaluated by customers as a whole. A customer is not really interested in how well an antenna works. Similarly, cellular phone service providers only evaluate each phone as a whole system. The active antenna test, which is often referred as the Over the Air Performance Testing (OTA Performance Testing), is the system-level chamber test accepted by service providers. OTA tests determine how a specific network will influence the connectivity performance of a mobile handset. The tests reduce the need to perform field tests for connectivity and also allow operators to rapidly evaluate new products.

Different standard organizations have released several versions of OTA test guidelines. Of them, the US-based CTIA – The Wireless Association, was the first to set up the test framework [12]. CTIA stands for Cellular Telephone Industries Association, it changed its name to “CTIA – The Wireless Association” in 2004 to better represent the expanding wireless industry. Europe’s 3GPP/ETSI also has a version of the OTA test standard [13]. The 3GPP stands for Third Generation Partnership Project. ETSI stands for European Telecommunications Standards.
Institute. As most 3GPP’s standards are identical to ETSIs, they are normally counted as one. Both CTIA and 3GPP/ETSI are international organizations. In some countries, domestic versions of the OTA test standard are used. Using China as an example, the “YD/T 1484-2006 Measurement Method for Radiated RF Power and Receiver Performance of Mobile Stations” is the official standard.

From the technical point of view, all those standards are pretty much the same. Some differences, which are technically insignificant, are deliberately introduced for political reasons. In this section, the principle of measurements is the emphasis. For more information, refer to the corresponding documents [12, 13, 14].

5.2.1 EIRP, ERP, and TRP

Effective isotropic radiated power (EIRP), effective radiated power (ERP), and total radiated power (TRP) are all parameters used to evaluate a cellular phone’s performance as a transmitter. The unit normally used is dBm, which is an abbreviation for the power ratio in decibels (dB) of the measured power referenced to one milliwatt.

Shown in Figure 5.27 is an illustration of EIRP. Assume there is a 0 dBm signal radiated from an isotropic antenna and it travels outward in an ideal free space. Obviously, the isotropic assumption is a theoretical one, as there is no such antenna in the real world. At a given distance R, the theoretical received signal from the isotropic antenna is X dBm. Now replace the isotropic antenna with a phone, if the power of the received signal increases by 3 dB, the EIRP of the phone at that angular direction is 3 dB above 0 dBm, which equals 3 dBm. The EIRP is a relative measurement, so no matter what distance R is, the EIRP of a phone is always the same.

As a phone is not isotropic, the power it radiates towards different directions is also different. As a result, a phone’s EIRP is a variable which depends on the test direction and a phone’s orientation. However, usually when people refer to EIRP, it actually...
means peak EIRP. The relation between a device’s peak EIRP, conductive power and gain can be written as:

\[
EIRP_{\text{peak}}(\text{dBm}) = P_{\text{cond}}(\text{dBm}) + \text{Gain}(\text{dB})
\]  

(5.4)

The conductive power is the power available at the switch connector. Based only on a phone’s peak EIRP, we are not able to tell how good the antenna is. It is possible to get the same peak EIRP by increasing the conductive power of a phone which has a low efficiency antenna.

ERP is pretty much the same as EIRP, except it uses a half-wavelength dipole as the reference antenna instead of an isotropic one. ERP is numerically 2.14 dB, which is the gain value of a dipole antenna, less than EIRP. Some people might wonder why we need both ERP and EIRP. This is for historical reasons. In the 2D chamber era, dipoles were normally used as the calibration standard, calculating ERP from the difference between an antenna and a dipole is a little bit easier than calculating EIRP. After the wide adoption of 3D chambers, the EIRP is more frequently used. It is a strange phenomenon that some service providers use ERP as the 850 MHz band specification and EIRP as the 1900 MHz band one. Their aim is to make the specification back-compatible. The history between ERP and EIRP is analogous to that between dBi and dBi.

Today, the most frequently used parameter for evaluating transmitter is neither ERP nor EIRP, it is TRP (total radiated power). Just as its name implies, the TRP represents how much power a phone radiates into free space. It is the integral of the EIRP over the surface area of a hemisphere:

\[
TRP = \frac{1}{4\pi} \int_{\theta=0}^{\pi} \int_{\phi=0}^{2\pi} [EIRP_{\theta}(\theta, \phi) + EIRP_{\phi}(\theta, \phi)]\sin(\theta) d\phi d\theta
\]

(5.5)

where \(EIRP_{\theta}\) and \(EIRP_{\phi}\) are Theta and Phi polarizations of EIRP. The Theta polarization is also called the vertical polarization and the Phi one is called the horizontal polarization. The units of both are absolute power. In the real world, TRP is calculated from discrete measurement data. For a complete sphere measured with N Theta intervals and M Phi intervals, both with even angular spacing, the TRP can be written as:

\[
TRP \approx \frac{\pi}{2NM} \sum_{i=1}^{N-1} \sum_{j=0}^{M-1} [EIRP_{\theta}(\theta_i, \phi_j) + EIRP_{\phi}(\theta_i, \phi_j)]\sin(\theta_i)
\]

(5.6)

In the CTIA test plan, the angular step of a TRP test is 15°. No data need be recorded at positions corresponding to Theta = 0° and 180°, nor at positions corresponding to Phi = 360° (Phi = 0° data are recorded), because those points are not used. For
transmit tests with $N = 12$ and $M = 24$, this means that only 11 Theta cuts and 24 Phi cuts, or 264 measurements in each polarization, need be taken.

Besides the integral formula, there is a more intuitive way to define TRP:

$$TRP = P_{\text{cond}}(\text{dBm}) + \text{Efficiency}(\text{dB})$$

(5.7)

The unit of TRP here is dBm. The difference between the conductive power and the TRP is the antenna efficiency. TRP is always lower than the conductive power. Now it is clear why people like to use dB as the unit when talking about an antenna’s efficiency. When a project manager breaks down a phone’s specification, the starting point is the TRP, which is provided by various service providers as a mandatory requirement. The $P_{\text{cond}}$ is the sub-specification for RF engineers who are responsible for transceivers. The efficiency is for antenna engineers. Of course, project managers always reserve some “mark up” for themselves, in case something goes awry. The actual target is higher than the mathematically calculated one.

There are two other parameters [12], NHPRP $\pm 45$ and NHPRP $\pm 30$, which are included in CTIA format reports but receive little attention from antenna engineers. HRP stands for Near-Horizon Partial Radiated Power. One integrates EIRP between $\pm 45^\circ$, the other one between $\pm 30^\circ$. They can be calculated from the same set of test data used by the TRP formula.

$$\begin{align*}
NFPRP_{\pm 45} & \approx \frac{\pi}{2NM} \left( \frac{cut_3 + cut_9}{2} + \sum_{i=4}^{8} cut_i \right) \\
NFPRP_{\pm 30} & \approx \frac{\pi}{2NM} \left( \frac{cut_4 + cut_8}{2} + \sum_{i=5}^{7} cut_i \right) \\
cut_i & \approx \sum_{j=0}^{M-1} \left[ EIRP_\theta(\theta_i, \phi_j) + EIRP_\phi(\theta_i, \phi_j) \right] \sin(\theta_i)
\end{align*}$$

(5.8)

Shown in Figure 5.28 is a TRP test set-up. In a TRP test, a phone is installed on the 3D rotation table without any cable attached. A base station simulator, which can establish a live connection with the phone and set the phone to the maximum transmitting power, is connected to a link antenna near the phone. The equipment which carries on the actual power measurement is a spectrum analyzer. The power of both the vertical and horizontal polarization fields is measured by switching a SPDT switch. In this set-up, the position of the link antenna and the transmitting power of base station simulator are not important, as long as they can keep the wireless link connected during tests. As most phones are linear polarized, a circular polarized log spiral antenna is used as the link antenna in the test configuration shown in Figure 5.28. If a linear polarized antenna is used as the link antenna, the connection might break when the phone under test and the link antenna are cross-polarized.
The actual TRP specification depends on many factors, the following are a partial list:

- Service providers: Vodafone, Verizon, AT&T, China Mobile, and so on.
- Technologies: AMPS, GSM, CDMA, WCDMA, CDMA2000, and so on.
- Bands: 850 MHz, 900 MHz, DCS, PCS, UMTS, and so on.
- Contents: voice, data, and so on.
- Configurations: flip open/close, slide up/down, antenna extended/retracted.
- Positions: free space, with phantom head, with both phantom hand and head.

Normally, only low, middle, and high channels are measured at each band. Depending on which market the antennas are being designed for, the TRP specification will be different. On the other hand, the TRP specifications are being continuously revised. For example, only free space TRP was required initially; then the phantom head was added; now people are discussing adding a new specification which requires a measurement with both phantom head and hand attached. Some typical TRP specifications can be found in the CTIA test plan [12].

From Equations (5.4) and (5.7), it is clear that the relation between a peak EIRP and a TRP is analogous to the one between gain and efficiency. Similarly, when both a phone’s form factor and its antenna’s shape have been determined, the peak EIRP and the TRP are highly correlated. However, the TRP requires a full 3D measurement and an EIRP can be obtained by a single point measurement. The peak gain of most cellular antenna is quite low, which means the pattern’s beamwidth is wide, which in turn means the EIRP measurement is not sensitive to slight positioning variation. To assess 20 antenna samples, the TRP measurement needs at least half a day, while the EIRP measurement can be done in several minutes. Before using the EIRP method to

![Figure 5.28 Simplified block diagram of a TRP test set-up](image)
replace TRP measurements, remember that normalized patterns of all antenna samples must be consistent. If a phone has an intermittent connection between metal objects, the radiation patterns will change between tests. Under such circumstances, the TRP measurement is the only reliable method.

5.2.2 EIS and TIS

Effective isotropic sensitivity (EIS), Total isotropic sensitivity (TIS) are two parameters used to evaluate a cellular phone’s performance as a receiver. EIS and TIS are analogous to EIRP and TRP. The EIS test method is similar to the EIRP method, in that the range reference measurement is used to correct the unknown performance of a device back to values relative to that of a theoretical isotropic receiver. In this case, the correction value offsets each sensitivity level measurement back to the equivalent sensitivity level of a theoretical isotropic receiver exposed to an incoming isotropic wave with the same magnitude. In the cellular industry, the unit normally used for EIS and TIS is dBm (decibels above one milliwatt). In other wireless industries, such as broadcasting, dBuV (decibels above one microvolt) is more frequently used. For a 50Ω system, the relation between dBm and dBuV is:

\[ dB_{\mu V} = dBm + 107 \text{ dB} \]  \hspace{1cm} (5.9)

Assuming that no interference was introduced into the receiver link, the relation between a device’s peak EIS, conductive sensitivity and gain can be written as:

\[ EIS_{\text{peak}}(dBm) = \text{Sensitivity}_{\text{cond}}(dBm) - \text{Gain}(dB) \]  \hspace{1cm} (5.10)

For sensitivity, a lower value is better. It means that a receiver can detect a weaker signal. For example, a receiver of \(-105\) dBm sensitivity is 10 dB more sensitive than a \(-95\) dBm one. When a receiver of \(-95\) dBm conductive sensitivity is connected to an antenna of 5 dB gain, the overall system’s sensitivity is improved by 5 dB to \(-100\) dBm. As a consequence, the sign before the gain is a minus in the EIS formula instead of a positive in the EIRP formula.

By integrating EIS across the total spherical surface, the TIS can be determined:

\[ TIS = \frac{4\pi}{\int_{\theta=0}^{\pi} \int_{\phi=0}^{2\pi} \left( \frac{1}{EIS_{\theta}(\theta, \phi)} + \frac{1}{EIS_{\phi}(\theta, \phi)} \right) \sin(\theta) d\phi d\theta} \]  \hspace{1cm} (5.11)

where \(EIS_{\theta}\) and \(EIS_{\phi}\) are Theta and Phi components of EIS. As a smaller value is more significant from the sensitivity point of view, it should contribute more to the final TIS result. As shown in Equation (5.11), the reciprocals of both EIS components
are integrated first. In this way, the smaller value contributes more to the integral. The final TIS value is the reciprocal of the integral.

In reality, TIS is calculated from discrete measurement data. For a complete sphere measured with N Theta intervals and M Phi intervals, both with even angular spacing, the TIS can be written as:

\[
TIS \approx \frac{2NM}{\pi \sum_{i=1}^{N-1} \sum_{j=0}^{M-1} \left[ \frac{1}{EIS_{\theta}(\theta_i, \phi_j)} + \frac{1}{EIS_{\phi}(\theta_i, \phi_j)} \right] \sin(\theta_i)}
\]  

(5.12)

In the CTIA test plan, the angular step of a TIS test is 30°. No data need be recorded at positions corresponding to Theta = 0° and 180°, nor at positions corresponding to Phi = 360°. For receiver tests with N = 6 and M = 12, this means that only 5 Theta cuts and 12 Phi cuts, or 60 measurements in each polarization, need be taken.

The reason for using 30° as the angular step in TIS tests while using 15° in TRP tests is that TIS tests is very time-consuming. Even with the 30° step, a TIS test, which includes low, middle, and high channels of a few bands, can take hours.

Shown in Figure 5.29 is the frame error rate (FER) curve of a sample device. According to the CTIA test plan, sensitivity measurements should be equivalent to the minimum RF power level that results in an FER of 0.5% or less with 95% confidence at each measured location on the sphere. For the phone shown in Figure 5.29, its sensitivity at the measured direction is -101 dBm. When the signal decreases to -107 dBm, the FER quickly degrades to 100%. It is very easy to drop the connection when the FER is higher than 50%. As in the existence of deep nulls in a radiation pattern and high isolation between cross-polarizations, the dynamic range of the EIS of a phone can easily exceed 20 dB. When doing an EIS test, it is desirable

![Figure 5.29 FER vs. signal power](image-url)
to maintain the connection during the whole test. The base station simulator must
gradually dial down its power level from a power level 30 dB higher than the
estimated TIS value, and repeat FER tests along the way. The power level cannot be
decreased too rapidly, otherwise the connection might break. Telling whether a
chamber is doing a TRP test or a TIS test is a foolproof task. Most of the time during a
TIS test, the rotation table seems to be stuck in a fixed position.

There are two other parameters [12], NHPIS $\pm 45$ and NHPIS $\pm 30$, which are
included in CTIA format reports but receive little attention from antenna engineers.
NHPIS stands for Near-Horizon Partial Isotropic Sensitivity. One integrates EIS
between $\pm 45^\circ$, the other one between $\pm 30^\circ$. They can be calculated from the same
set of test data used by the TIS formula.

$$
NHPIS_{\pm 45} \approx \frac{2NM}{\pi} \left( \frac{1}{8} \left( cut_1 + cut_5 \right) + \frac{9}{8} \left( cut_2 + cut_4 \right) + cut_3 \right)
$$

$$
NHPIS_{\pm 30} \approx \frac{2NM}{\pi} \left( \frac{1}{2} \left( cut_2 + cut_4 \right) + cut_3 \right)
$$

$$
cut_i \approx \sum_{j=0}^{M-1} \left[ \frac{1}{EIS_\theta(\theta_i, \phi_j)} + \frac{1}{EIS_\phi(\theta_i, \phi_j)} \right] \sin(\theta_i)
$$

(5.13)

Shown in Figure 5.30 is a TIS test set-up. A phone is installed on the 3D rotation table
without any cable attached. A base station simulator must operate in the two-port

![Figure 5.30](image)

**Figure 5.30** Simplified block diagram of a TIS test set-up
mode. Its output port is connected to the dual-polarized horn antenna, while its input port is connected to a link antenna near the phone. The EIS of both vertical and horizontal polarizations is measured by switching a SPDT switch. In this set-up, the position of the link antenna is not important, as long as it can keep the wireless link connected during tests.

5.2.3 Sensitivity Degradation Due to Interference

If a phone’s antenna and its transceiver are well matched, the phone’s TRP is mostly decided by its conductive power and the antenna’s efficiency. However, normally, a phone’s sensitivity is not solely decided by its conductive sensitivity and the antenna’s efficiency. In a real phone, the peak EIS formula shown in Equation (5.10) needs to be rewritten as follows:

\[
EIS_{\text{peak}}(\text{dBm}) = \text{Sensitivity}_{\text{radiated}}(\text{dBm}) - \text{Gain}(\text{dB})
\]  

(5.14)

where the \(\text{Sensitivity}_{\text{cond}}\) of Equation (5.10) is replaced by \(\text{Sensitivity}_{\text{radiated}}\). The radiated sensitivity of a phone is always worse or at best equal to the conductive sensitivity. The term for the degradation of sensitivity is “desense.” Desense means that something is desensitizing a receiver. Receivers often have filters on the front of their circuits to help prevent unwanted signals from getting to the receiver and damaging its operation. In the case of desense, however, the signal is often internal or within the allowable frequency band of the filter. Desense is mostly a problem for the RF engineer. For more information, refer to books on the design of RF circuits or systems [15]. Only antenna-related desense issues are discussed in this book.

Assuming the RF engineers have solved all the desense issues which can be measured in the conductive mode and the radiated sensitivity is still much worse than the specification, this means we have antenna-related desense issues. There are two dominant coupling paths which can cause desense. As shown in Figure 5.31, the path (I) is directly antenna-related. Some components, such as LCDs, camera modules, and DC/DC converters, are known to have high noise across a wide frequency spectrum and they introduce noise currents on the ground plane. In the absence of an antenna, those noise currents cannot affect a well-shielded receiver. When an antenna is installed, it is a different story. For most cellular antennas, the ground is part of antennas, so the noise will be picked up by the antenna. If those noises happen to fall in a phone’s working band, the sensitivity of all channels will be affected. When that happens, a smooth inflation of EIS value across the whole band can be observed. For LCDs and cameras, the shield is the primary weapon in mitigating their effect. As LCDs and cameras are not required to work all the time, at least for 2G phones, so some level of desense can be tolerated. For some 3G phones, which support video
calls, the desense issue must be handled more carefully. The primary noise source of a DC/DC converter is the $\mu$H coil inductor. Shielding, solid ground, and high frequency shunt capacitors can effectively mitigate desense caused by DC/DD converters.

The signals from local oscillators and various clock synthesizers are also a potential source for desense. As both of them are periodical signals, their noises’ spectrum composes a series of discrete peaks. Their impact on the receiver is mostly constrained in selective channels. Besides shielding, using stripline, which sandwiches signal traces between two ground layers in a multi-layer PCB, and placing two columns of grounded vias along the stripline, are all useful techniques to eliminate unwanted noise.

The path II shown in Figure 5.31 affects systems where receiver and transmitter operate simultaneously. Such systems include CDMA, WCDMA, and CDMA2000. For a time division multiple-access (TDMA) system, such as GSM and WiFi, as the transmitter and the receiver never work simultaneously, such a path is not an issue. Along the path (II), the high power signal from the antenna goes around the duplexer and goes back into the receiver link. This kind of desense is also called “self-jamming.”

Shown in Figure 5.32 is an example of incorrect routing. The gray area is the ground on the back side of PCB. All traces and components are on the front side. When measuring this board conductively, everything may just be fine, because there is no direct path between the trace to PA and the trace to LNA. When measuring it in the radiative mode, it is most likely that self-jamming will be an issue. As we have previously discussed, the ground of a monopole antenna is part of the radiator and a strong current exists on the edge of the ground plane. In the example shown in Figure 5.32, some part of the trace to LNA is routed along the edge of the ground, which can pick up the high power signal from the PA and cause self-jamming problems. If self-jamming is the root cause of desense, the level of sensitivity’s degradation should correlate to the transmitting power. When the transmitting power
is low enough, the desense seems to be fixed. To mitigate the self-jamming, the signal path of LNA must be well shielded.

In the CTIA test plan, only the TIS at low, middle, and high channels are fully measured. To catch the server desense issue, a relative sensitivity measurement must be done on all intermediate channels. Since some digital technologies have a very large number of intermediate channels, some channels may be omitted from actual testing provided there is no more than 500 kHz between any two successive intermediate channels. Shown in Figure 5.33 is the intermediate channel test according to the CTIA test plan. Based on the peak EIS of three fully tested

![Figure 5.32 An example of incorrect routing](image)

![Figure 5.33 Illustration of intermediate channel test](image)
channels, three segments pass/fail limit lines can be calculated. Each limit line is set to be 5 dB higher than the peak EIS of the corresponding reference channel. When measuring the intermediate channels, the transmitting power from the base station simulator is set according to the limit and the chamber positioner is moved to the location and polarization resulting in the best-radiated sensitivity according to the fully measured reference channel. For each channel, only one FER measurement is needed, the result is either pass or fail.

The curve shown in Figure 5.33 is an EIS result of a phone across all channels, which is not the intermediate channel test result. Two sparks marked by dashed circles are caused by desense. When doing an intermediate channel test, only the left spark can be detected and the right spark can pass the test without being noticed. If we want to fix these two sparks, the most likely suspects are local oscillators and clock traces.

5.3 Antenna Measurements in the Production Line

As antenna engineers, our job responsibilities include not only designing antennas but also accompanying antennas through the whole production process. If you work for a phone company, you are on the customer side of the business and you may not need to do all the hands-on works related to the production. However, it is still good to know what is going on and be able to give clear instructions to your counterparts. If you work for an antenna or an OEM (Original Equipment Manufacturer) company, you are on the vendor side and production measurements are certainly part of your job’s responsibility.

In the production stage, a single model of an antenna can be manufactured in hundreds of thousands or even tens of millions. Some means of production control must be involved to ensure consistent quality. Some controls are mechanically related, such as dimension, visual quality, and antenna strength controls. Even if an antenna passes all mechanical inspections that does not mean it will work properly when it is installed in a phone. Therefore, an electrical inspection is necessary on the production line.

Whether 100% of antennas need to be tested or a sampling test is enough is the call of the customer. Normally, for primary antennas, a 100% test rate is appropriate. A sampling test is enough for most single band auxiliary antennas. The test equipments used in the production line are network analyzers. The scalar network analyzers (SNA), which is only capable of measuring amplitude, is good enough for line tests. SNAs are about half the price of entry level VNAs. Of course, if money is not an issue, VNAs also work fine. When using a network analyzer to design an antenna, we use a fixture made of a real phone. Each time we tweak the antenna, the fixture must be disassembled. On a production line, time is everything and the time spent in each test station is counted by seconds instead of minutes. Therefore, special antenna fixtures for antenna testing have been designed.
Antenna Measurement

There are two ways of testing antenna modules. One is measuring the return loss (S11) and the other is measuring the transmission loss (S21). Designing a return loss fixture is quite straightforward. Most of the principles of designing R&D phone fixtures can be used here. For a production fixture, the most important consideration is consistency. Apart from the PCB and the necessary metal contacts, all the other components, such as the battery, the shielding box, and so on, should be excluded from the fixture. The life of a production fixture also needs to be considered. For example, some PIFA antennas, which are made of stamping metal, have built-in spring fingers serving as the contact mechanism. In a real phone, PCB pads are good enough to make a secure connection between a PCB and an antenna. If the same kind of pads are used in a production fixture, it is most likely that after several thousands of test cycles the fixture will be worn out. When making such a fixture, thin beryllium-copper pieces, which are cut according to the shapes of PCB pads, should be soldered on top of the pads. With the extra layer of metal, the life cycles of the fixture can be extended by several orders of magnitude. Pogo pins used in all phones have limited life cycles, so they shouldn’t be used in production fixtures. For some phones, which have pogo pins on the PCB as the contact mechanism, spring fingers are a better choice when designing their fixtures.

If the relative position between an antenna and fixture varies, the antenna’s response will change. Some alignment features, which keep an antenna in position, and some stopper posts, which maintain a constant distance between an antenna and a fixture, can all be used in fixtures’ design. A good fixture should allow a well-trained operator to achieve a test cycle in less than 10 seconds.

It is quite difficult to guarantee that the fixture’s connector is always at the sweat spot which can isolate the testing cable’s influence, so some ferrite chokes should be used to minimize the possible impact from the cable. Touch the testing cable near the fixture with your hand; the antenna’s response should be consistent with or without your hand’s proximity.

For a return loss type fixture, shield boxes are not necessary. However, as antennas are radiating modules, any moving object should be kept out of the near field region of the antenna under test. Shown in Figure 5.34 is a simplified illustration of a production test set-up. The equipment of the set-up is a VNA. The testing cable, which connects the VNA and the fixture, is omitted in the illustration. The long board in front of the VNA is the fixture holder, which is secured on the test bench. The bench is also omitted in the illustration. One end of the holder extends out of the bench to provide a clear test environment for antennas. The test fixture is attached to the holder. The black module attached to the fixture is an antenna under test. A pressure beam provides the required contact force between an antenna and the fixture. Around the test fixture, there are three large semi-transparent boards; they form the keep-out fence. An operator should keep both hands outside the fence when the VNA is collecting testing data. Apart from the test fixture, everything else should be made of plastic, such as polycarbonate (PC) or nylon.
In any test, there are always some inherent fluctuations. The S11 measures the mismatch between the impedances of a source and an antenna. The point which has the minimum return loss is normally defined as the resonant frequency. A slight antenna’s impedance variation may affect both the measured resonant frequency and the amplitude of the return loss. To improve the test consistency, the S21 type test was introduced. Shown in Figure 5.35 is an S21 fixture. The fixture is composed of a shield box and two probes. Two probes are connected to the VNA’s ports through two coaxial cables. In an S21 fixture, an antenna under test has no galvanic contact with either probe. They are electromagnetically coupled.

Figure 5.34  Simplified illustration of production test set-up (S_{11} type)

Figure 5.35  Simplified illustration of production test set-up (S_{21} type)
The principle behind S21 fixtures is the self-resonant modes. As is taught in electromagnetic courses [16, 17, 18, 19], there exists a series of discrete eigenmodes for any resonators and strong resonances can only be excited at those discrete modes. An antenna is a resonator, so it also has discrete modes. If a resonator is lossless, the 3 dB bandwidth of any its resonant mode will be 0 Hz. The more lossy a resonator is, the wider the 3 dB bandwidth is. To improve the measurement’s accuracy, we need a narrower bandwidth, thus we must decrease the overall loss in a test set-up. An antenna is a good radiator, which means it loses a lot of energy to the free space, at its resonant frequencies. By surrounding an antenna with a shielding box, all radiating paths are cut off and the antenna is converted to a resonator with little loss.

Shown in Figure 5.36 is data measured in an S21 fixture. The antenna is a single band antenna. When there is no antenna in the fixture, the transmission loss is around $-50 \text{ dB}$. After putting in an antenna, the S21 reaches $-10 \text{ dB}$ at $2.17 \text{ GHz}$. The fixture shown in this example is a constructive coupling one. In such fixtures, an antenna functions as a relay. Without the antenna, the energy from one port can barely reach the other port. At the antenna’s resonant frequency, strong currents are excited on the antenna element by the input port; the radiation from the antenna then reaches the output port.

It is also possible to design destructive coupling fixtures. On such fixtures, the resonant current on an antenna blocks the transmission between two ports. The S21 curve of a destructive fixture looks like an upside-down version of Figure 5.36.

No matter whether it is an S11 fixture or an S21 one, as a fixture is different from a real phone, it is almost impossible to get identical responses. A correlation must be established between them. Let’s use a single band antenna to explain the process. Before we can set the pass–fail limit for a fixture, we must have a limit for the phone.
first. As shown in Figure 5.37, the thick horizontal line at \(-10\) dB between 0.824\text{GHz} to 0.96\text{GHz} is the assumed limit. Sample 3 is the optimized antenna design. In this example the antenna has huge bandwidth; this is for the convenience of demonstration. In reality, managers love to shrink antennas’ size until it marginally meets the specification. A group of samples, at least ten, must be prepared to carry out the correlation. Those samples are not randomly picked from the production line. They are purposely made to represent wide variations of antenna responses, and some samples must be failed samples. For convenience, only four samples are used in the example. Samples 1, 2 and 4 are all specially made ones. Samples 1 and 4 are failed parts. Sample 1 has the lowest resonant frequency and it fails at the high band edge. Sample 4 resonates at the highest frequency and it fails at the low band edge. Markers L1 to L4 are the four samples’ low band edges, where the return loss is \(-10\) dB. To pass the limit, the low band edge must be smaller than 0.824\text{GHz}. Similarly, markers H1 to H4 are high band edges and they must be larger than 0.96\text{GHz} to pass the limit.

Shown in Figure 5.38 are the measured results of above four samples on an S11 fixture. An S11 fixture should give a similar response to a real phone. In this example, the response curves move higher. Marks F1 to F4 are the resonant frequencies, which are the lowest return loss points on respective curves, of the four samples.

After collecting all the data, it is the time to carry out the correlation. In this example, the goal of the correlation is to convert the specification of the band limit on a phone, as shown in Figure 5.37, into a frequency range limit on a fixture. There are two lines in Figure 5.39. The left and right lines correspond to the low and high band edges respectively. Both X and Y axes are frequency ones. Let’s look at the data line on the left. The X coordinates, L1 to L4, are band edge frequencies obtained from Figure 5.37 and the Y coordinates, F1 to F4, are resonant frequencies obtained from
Figure 5.38 Antennas’ response measured on an S_{11} fixture

Figure 5.38. Plotting them in Figure 5.39 accordingly, we have four rectangular markers. A line can be drawn across these four markers. As has been shown in Figure 5.37, the high end of a fixture’s limit is decided by a phone’s low band edge. By interpolating from the line, it can be calculated that the low band-edge of 0.824 GHz corresponds to 1.28 GHz on the fixture. Similarly, the high band-edge of 0.96 GHz corresponds to the low end of the fixture’s limit, which is 0.91 GHz in this example. The final fixture’s limit is from 0.91 GHz to 1.28 GHz, which is the gray area shown in Figure 5.39. If an antenna’s resonant frequency on a fixture falls in the range between 0.91 GHz and 1.28 GHz, it passes the limit. Otherwise it is a failed part.

Figure 5.39 Correlations between a phone and a fixture
In reality, four antenna samples are not enough. The actual measured data will never fall nicely in a straight line. Ten to twenty samples are more reasonable. Of course, more is always better. The 12 solid rectangles shown in Figure 5.40 are measured data of the low band edge. The solid line is obtained through linear regression, which can be done quite easily though Microsoft Excel. There is a feature called trend line in Excel, which can generate a straight line, its formula, and the R2 value. If the fixture functions well, all data points should evenly distribute around the trend line. The R2 value, which ranges from 0 to 1, is an indication of how good the regression line represents all discrete data points. If R2 equals 1, all points fall on the line. A R2 value higher than 0.90 means there is good correlation between the fixture and the phone. If the R2 value is too low, the fixture should not be used in the production line. In our case, the R2 value is 0.9822. By substituting the X value of 0.824 GHz into the formula, we get the high limit of the fixture, which is 1.129 GHz.

The samples shown in Figure 5.40 are better distributed than those shown in Figure 5.39, which are exaggerated to fit two lines into the same figure. A good set of correlation antennas should be evenly distributed along a relative wide frequency range. It should include a representative number of failed and passed samples, so the interpolating frequency is away from the end of the trend line.

Designing an S11 fixture is relatively easy. An antenna’s response on an S11 fixture resembles the one on a phone quite well. It is a totally different story when designing S21 fixtures. Most antennas used in current phones are basically monopoles, so they need a ground to work properly at the frequency they are designed for. In an S21 fixture, an antenna resonates all by itself. In theory, an antenna designed as a quarter-wavelength monopole will resonate at the frequencies twice the one it is supposed to work at, in the half-wavelength mode. In practice, it is even more complex, as the resonant frequencies of an antenna’s different modes depend on various aspects, such

![Figure 5.40 Correlation data of a real phone](image)
as the antenna’s orientation, the distance from the antenna to the metal shielding box, the size of the shielding box, the position of probes, and so on. There is no clear step-by-step game book on this issue. If you really want to master designing S21 fixtures, a lot of trial and error and good patience are required. From the correlation point of view, the calculation processes of both S11 and S21 fixtures are pretty much the same.

Besides the correlation method, there is a rougher way to set the limit. By superimposing the responses of large quantities of passed and failed samples, a boundary can be drawn to separate them. As shown in Figure 5.41, the gray area defined by the upper and lower limit lines is the pass region. Only four antennas are used here to demonstrate the concept. If an antenna’s response, such as sample 2 or 3, can pass the gray area without crossing the upper or the lower limit, the antenna is a passed unit. Obviously, samples 1 and 4 are failed ones. Most network analyzers have the limit line as a built-in feature, so it is not too difficult to implement it on a production line.

The limit line method is especially useful when an antenna has wideband response. The dashed line shown in Figure 5.42 is an antenna’s response on a phone. The return loss specification for this phone is better than $-10 \, \text{dB}$ across both $0.824 \sim 0.96 \, \text{GHz}$ and $1.71 \sim 2.17 \, \text{GHz}$ bands. At the high band, two resonances are used to provide the required bandwidth. For this kind of antennas, using the correlation method is quite cumbersome. Two band edges of each band are not enough to represent an antenna’s response. As marked in the illustration, the bump in the middle of the high band is a potential failure spot. When the return loss at this spot is higher than $-10 \, \text{dB}$, we get four $-10 \, \text{dB}$ band edges at the high band instead of two.

![Figure 5.41 Set pass/fail region with upper and lower limits](image)
There is another possible issue with the correlation method. When measuring an antenna, which has several resonances in one band, some resonances may become illegible on a fixture. As shown in Figure 5.42, the highest resonance on the fixture is quite flat, which makes accurate frequency measurement a challenge. In such circumstances, the limit line method is a better choice. In practice, there are more ways to set up the pass–fail criteria. As long as they can separate good parts from bad ones and customers buy the idea, they are usable ones.

After setting the pass–fail limit and calibrating the network analyzer, can we be confident about the measured results? In fact, we still can’t. For instance, how do we know a failed antenna is really a defective one, instead of a false alarm caused by a worn-out fixture? This is where gold units fit in. Whenever we set up a test station, some gold units need to be prepared with it. Some of the gold units are passed ones and some of them are failed ones. Whenever we have doubts about the fixture, we can retest these gold units. If the test results turn out to be different from the original ones, it is time to check the test station. On a production line, it is unnecessary to calibrate the network analyzer too frequently. The consistency of most state-of-the-art network analyzers is extremely good. Frequent calibration might cause more problems than it solves, as there is always some possibility of human error in the calibration process. One dedicated gold unit can be used to quick check the calibration of a test station. By saving the response curve of the dedicated gold unit when setting up the station, then comparing its measurement with the saved one, we can have a pretty good idea of how well the station is performing.

The final production test related to antenna is the phone radiate test. This test station normally is located at the end of a phone’s assembly line. To reach this stage, the transceiver on PCB has been conductively measured and calibrated; the antenna has also passed its stand-alone test. The possibility of failure is quite low. However,
failures still happen. For instance, the contact mechanism on either PCBs or antennas can be damaged during the assembly process; the matching components are missing or installed with the wrong value, the glue used in the underfill process spills over and covers the contact pad. These aren’t pure hypothetical situations, they happen from time to time. This kind of failure is much more serious than the moderate degradation of an antenna’s performance. If an antenna is outside the specification, a phone’s performance gets a hit of a few decibels. Normally, people can’t tell the difference. It is perceivable only at the fringe of a base station’s coverage area. On the other hand, a failure that happens in the assembly process can easily introduce a degradation of more than 10 dB, which is noticeable to any customer. If such phones were shipped out, the damage to the brand and the loss associated with the logistic channel could be severe.

The aim of a phone’s radiate test is to catch the abnormal in the assembly process. It should not be used to detect an antenna’s performance degradation, which is the task of stand-alone antenna tests and is too time-consuming to be done in the final stage. In most circumstances, measuring the radiated power on a single channel is adequate. The station should be able to pick up some phones specifically prepared with different antenna-related defects. If the station does not do so, measurements at a few more bands might be necessary. Shown in Figure 5.43 is a set-up of a radiating test. A base station simulator is used to establish the phone call and measure the

![Figure 5.43 Radiating test on a production line (Reproduced with permission from TESCOM Co., Ltd.)](image)

Antenna Measurement
transmit power of the phone under test. The coupler can be either an antenna or a transverse electro-magnetic (TEM) cell.

When designing a coupler, there are two considerations. The primary consideration is the coupling coefficient’s flatness at the test frequency. The secondary consideration is how strong the coupling is, of course, higher is better. The coupling coefficient equals the transmission loss, which can be measured through the equivalent two-port network composed of a phone fixture and a coupler. Shown in Figure 5.44 is the coupling of two different designs. Although the coupling of design #1 is stronger, design #2 is actually better, because it has a flatter response on the frequency domain. The response curve of a coupler is sensitive to the gap between a phone and its holder. Due to the loading effect of the fixture, the coupling curve of the same antenna might drift around. As a consequence, design #1 generates more measurement variations than design #2.

By offsetting the transmission loss in the base station simulator, the radiated power measured through a fixture should be equal to the conductively measured power. The final pass–fail limit of a fixture depends on how good the coupler is and how consistent the transmitting power is. As the functionality test in a production line, a ±3 dB limit should be fine. Of course, more time can always be taken to tighten the limit.
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There are three regulations which are of relevance to antenna engineers. The Specific Absorption Rate (SAR) regulates the maximum power density inside human bodies when a phone is used. The Hearing Aid Compatibility (HAC) regulates the maximum value of the E and H fields, which can interfere with the proper functionality of a hearing aid, around a phone’s speaker. Both E and H fields regulated by the HAC are near field. The electromagnetic interference (EMI) or electromagnetic compatibility (EMC) regulates the maximum E field that can radiate into the surrounding environment. The E field regulated by the EMI is a far field which can interfere with the surrounding equipment. Most test procedures can be found on the Federal Communications Commission (FCC) web site [1].

6.1 Specific Absorption Rate (SAR)


As a brief summary, there is no consistent and solid evidence to support claims of nonthermal effects, such as brain tumors, DNA damage, and so on, when a biology object is exposed to normal dosage of RF radiation. The exposure guidelines for radio frequency radiation set by various governments cover an extreme wide frequency range, from a few KHz to several hundreds of GHz. The exposure limit not only
depends on the working frequency but also depends on who is operating the device. At the commonly used cellular band, the limit for professional users can be five times higher than the one for the general population.

6.1.1 Definition and Measurement Method of SAR

Based on experimental studies on animals and humans, the external thermal load to create a 1 °C temperature rise over about 15 minutes is about 4 W/kg or 4 mW/g. For partial body exposures, the presence of blood circulation can reduce the temperature increase. In particular, the limbs and head, which are the most likely to receive higher exposure, require around 10 W/kg to generate this rise. From a medical point of view, a 1 °C temperature rise is not a severe event at all. This can easily be achieved by internal energy expenditure occasioned by gentle jogging.

Based on the definition of the biodosimetry, the Specific Absorption Rate (SAR) is the rate of absorption or dissipation of energy (W) in unit mass (M) as shown in Equation (6.1) [2]:

\[
\text{SAR} = \frac{d}{dt} \left( \frac{dW}{dM} \right) = \frac{d}{dt} \left( \frac{dW}{\rho dV} \right)
\]

where \( \rho \) is specific density.

In the world of cellular phones, the SAR is a measure of the rate at which energy is absorbed by the body when exposed to a radio frequency (RF) electromagnetic field. It can be calculated from the electric field within the tissue as [3]:

\[
\text{SAR} = \frac{\sigma E^2}{\rho}
\]

where \( \sigma \) is the tissue’s electrical conductivity, \( \rho \) is the tissue’s density and \( E \) is the RMS electric field. The commonly used unit of SAR is either W/kg or mW/g, which actually are identical. To smooth out the fluctuation in SAR measurement, SAR is usually averaged over a small sample volume (typically 1 g or 10 g of tissue).

In practice, it would be too gross to use real tissues in SAR measurements, so various tissue-simulating liquids are introduced. The dielectric properties of different human tissues can vary over quite a wide range. To simplify the test procedure, only two human parts, head and body, are considered in SAR measurements. Shown in Tables 6.1 and 6.2 are target dielectric properties for head and body respectively. The values listed here are target values according to IEEE 1528 Standard. More than one standard is currently used, the target values in different standards are also slightly different.

It is obvious that the dielectric properties of either head or body are variables of the working frequency. Ideally, people should find one liquid to simulate the head in all
frequencies and another one for the body. However, at present, there is no single head or body simulating fluid which can cover all frequencies with an acceptable accuracy and consistency. Different fluids must be used when carry out SAR measurements in different frequency bands. Shown in Table 6.3 is a recipe for simulating liquid at different frequencies.

As the dielectric properties of head or body are close enough at adjacent frequency bands and a ±5% tolerance from the target value is allowed according to most standards, a single simulating liquid might be used when measuring adjacent bands, such as 850 MHz and 900 MHz bands, or 1800 MHz and 1900 MHz bands.

As the dielectric properties are variables of temperature, the ambient temperature and also the tissue-simulating liquid temperature need to be well controlled within a certain range.

Besides tissue-simulating liquids, a container is required to hold the liquids. Shown in Figure 6.1 is a phantom produced by Schmid & Partner Engineering AG (SPEAG). The shell corresponds to the specifications of the Specific Anthropomorphic Mannequin (SAM) phantom defined in IEEE 1528-2003, CENELEC 50361, and

\[ \text{Table 6.1 Dielectric properties of head liquid (IEEE 1528 [3])} \]

<table>
<thead>
<tr>
<th>Freq (MHz)</th>
<th>Dielectric constant ($\varepsilon_r$)</th>
<th>Conductivity $\sigma$ (S/m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>835</td>
<td>41.5</td>
<td>0.90</td>
</tr>
<tr>
<td>900</td>
<td>41.5</td>
<td>0.97</td>
</tr>
<tr>
<td>1800–2000</td>
<td>40.0</td>
<td>1.40</td>
</tr>
<tr>
<td>2450</td>
<td>39.2</td>
<td>1.80</td>
</tr>
</tbody>
</table>

Source: (Reproduced with permission from IEEE Standard 1528–2003, “IEEE recommended practice for determining the peak spatial-average specific absorption rate (SAR) in the human head from wireless communications devices: measurement techniques,” © 2003, by Institute of Electrical and Electronics Engineers (IEEE.).)

\[ \text{Table 6.2 Dielectric properties of body/muscle liquid (IEEE 1528 [3])} \]

<table>
<thead>
<tr>
<th>Freq (MHz)</th>
<th>Dielectric constant ($\varepsilon_r$)</th>
<th>Conductivity $\sigma$ (S/m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>835</td>
<td>55.2</td>
<td>0.97</td>
</tr>
<tr>
<td>900</td>
<td>55.0</td>
<td>1.05</td>
</tr>
<tr>
<td>1800–2000</td>
<td>53.3</td>
<td>1.52</td>
</tr>
<tr>
<td>2450</td>
<td>52.7</td>
<td>1.95</td>
</tr>
</tbody>
</table>

Source: (Reproduced with permission from IEEE Standard 1528–2003, “IEEE recommended practice for determining the peak spatial-average specific absorption rate (SAR) in the human head from wireless communications devices: measurement techniques,” © 2003, by Institute of Electrical and Electronics Engineers (IEEE.).)
IEC 62209. It enables the dosimetric evaluation of left and right hand phone usage as well as body-mounted usage at the flat phantom region. The whole container is installed on a wood frame. The phone holder is made of low loss plastic.

A stand-alone phantom head, such as the one shown in Figure 6.2, can also be used as the container. The head has the same size and curvature as the one shown in Figure 6.1. A head phantom, which meets the specifications defined by the standards, is often referred as the SAM’s head. The SAR of both left and right hand phone usage

![Figure 6.1](image)

**Table 6.3** Recipe for simulating liquid at different frequencies (IEEE 1528 [3])

<table>
<thead>
<tr>
<th>Ingredients (%) by weight</th>
<th>Frequency (MHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>450</td>
</tr>
<tr>
<td>Water</td>
<td>38.56</td>
</tr>
<tr>
<td>Salt (NaCl)</td>
<td>3.95</td>
</tr>
<tr>
<td>Sugar</td>
<td>56.32</td>
</tr>
<tr>
<td>HEC</td>
<td>0.98</td>
</tr>
<tr>
<td>Bactericide</td>
<td>0.19</td>
</tr>
<tr>
<td>Triton X-100</td>
<td>0.0</td>
</tr>
<tr>
<td>DGBE</td>
<td>0.0</td>
</tr>
<tr>
<td>Dielectric Constant</td>
<td>43.42</td>
</tr>
<tr>
<td>Conductivity (S/m)</td>
<td>0.85</td>
</tr>
</tbody>
</table>

*Source:* (Reproduced with permission from IEEE Standard 1528–2003, “IEEE recommended practice for determining the peak spatial-average specific absorption rate (SAR) in the human head from wireless communications devices: measurement techniques,” © 2003, by Institute of Electrical and Electronics Engineers (IEEE).)
can be measured on a SAM’s head. The mechanical parts on both sides of the SAM’s head are phone holders.

According to the SAR’s definition shown in Equation (6.2), only the electric field is required when measuring a device. An E-field probe moved by a robot, as shown in Figure 6.3, is the heart of any SAR measurement set-up. The robot is normally a 5-axis one, which means it can move a probe to different locations in a three-dimensional space and also point the probe toward different angles. Comparing with
the weak signal a probe detects, a robot is a device that drains enormous power. To mitigate the potential electromagnetic interference (EMI) problem, testing signals are amplified and converted into a digital signal in a shielded box, then transmitted to the processing computer through an optical fiber. The data acquisition circuit is powered by batteries to eliminate any galvanic connection toward the external environment.

As electric field is a vector field, it is composed of three orthogonal components as shown in Equation (6.3). Inside an E-field probe, there are actually three individual E-field sensors. Each sensor measures one orthogonal E-field component.

$$E = \sqrt{E_x^2 + E_y^2 + E_z^2}$$

Shown in Figure 6.4 are two commonly used configurations, Δ and I configurations [5]. Three short dipoles are used to detect those orthogonal components. In both configurations, the dipoles are arranged in a manner which ensures that they are perpendicular to each other.

It might be thought that the short dipoles are connected to the amplifier circuit through some normal transmission lines, such as a coaxial line or a microstrip line. In fact, they could not be arranged so. Any transmission line which can transmit a radio frequency (RF) signal at 900 MHz or 1.8 GHz is composed of long metal traces. Those metal traces will disturb the field distribution around the device under test, thus invalidating the result. It seems that we are facing a dilemma. How can we measure something without putting a probe next to it?

Shown in Figure 6.5 is the solution which is adopted by most commercial SAR systems. Of all the parts of a sensor, only the short dipole is made of metal. As the dimension of the short dipole is much less than one wavelength of even the highest working frequency, the disturbance from the dipole can be ignored. The parallel transmission line connected to the dipole is made of high resistive material and is not
able to sustain a current. The transmission line is transparent from the radio
frequency point of view. The trick is done by the Shottky diode. A diode can
function as a rectifier which converts a RF signal into a baseband envelope signal. The
voltage value of the baseband envelope signal is related to the power level of the RF
signal. However, the relation between the voltage value and the power level is not
linear; the relation can be approximately expressed by the square law. Some means of
calibration is required to establish the correlation between the two. The high resistive
transmission line cannot carry a current, but it can transmit a baseband voltage signal
as long as the input impedance of the signal amplifier is much higher than the total
resistance of the transmission line. At the frequencies of cellular communication
bands, the shunt capacitance required in a diode rectifier’s circuit can be imple-
mented either through the parasitic capacitance of the diode itself or the distributed
capacitance of the layout.

Now, it is obvious that the probe converts RF power into baseband envelope voltage
on the spot and transmits the voltage through a RF transparent transmission line. By
doing this, we are successfully putting a probe next to a phone without allowing the
phone to “notice” it. The conversion method is sufficient for SAR measurements;
however, it might not suit other kinds of near field scanning, because the phase
information is discarded during the conversion.

When doing a SAR test, a phone should be in the normal working condition. There
should not be any cable attached to the phone. The phone must only have all the
features which will appear on the mass production phones. Similar to an over-the-air
(OTA) test, a base station simulator is used to initiate and maintain a call with the
phone under test. The phone is configured to transmit at its maximum power.

The goal of SAR measurement is to find the maximum value, which is averaged
over either 1 g or 10 g volume depending on different standards, inside the phantom
head. The tissue, either a real one or a simulated one, is a lossy material. The deeper a
RF signal penetrates, the more it is attenuated. As a matter of fact, the highest SAR
always appears on the inner surface of the phantom. To expedite the test procedure,
the whole test is divided into two steps, an area scan and a zoom scan, as illustrated in
Figure 6.6. The first step is the area scan. A 2D area is scanned by following the inner
surface of a phantom. The result is a SAR distribution on a curvature surface. Using the maximum point obtained from the first step as the center location, the second step scans a localized 3D cubic.

For the purpose of protection and sealing sensors from tissue-simulating liquid, a plastic cover is used as a probe’s outer shell. Thus, there is always a gap between the sensor and the inner surface of a phantom. The SAR value on the surface must be extrapolated from the measured 3D data by post-processing software.

Shown in Figure 6.7 is an illustration of 1 g and 10 g average. A body phantom is used in the measurement. The zoom scanning volume is marked by dashed lines.

**Figure 6.6** Area and zoom scanning on a left head phantom

**Figure 6.7** Cube of 1 g and 10 g average on a body phantom
There are two cubes inside the scanning volume. The larger one is the 10 g average cube. The location of the 10 g cube represents where the maximum averaged SAR over 10 g is. The smaller one is the 1 g average cube. Similarly, its location corresponds to where the peak averaged SAR over 1 g is. The density of tissue-simulating liquid is approximately 1000 kg/m³, thus the volume of 1 g liquid is approximately 1 cubic centimeter.

Sometimes, there might be two regional maximums emerging from the area scan. If the difference between two peaks is less than 2 dB, two zoom scans which are centered on the two maximums respectively are required.

A thorough SAR test includes measurements at both sides of the head, and the body. On each side of the head, there are two positions, the touch position and the 15° tilt position. There are also two positions, LCD up and LCD down, for the body. At each position, the SAR measurement must be carried out at multiple bands. At each band, there are low, middle, and high channels. For some phones, there are multiple configurations by the phone itself, such as whip up and down, or slide open and close.

It is obvious that an enormous number of measurements are required if all the combinations must be measured. Based on the current IEC 62209-1 standard [6], only the middle channel of all combinations is mandatory. For the configuration which generates the highest SAR, a full set of measurements at low, middle, and high channels are required. It is recommended that low, middle, and high channels are also measured for all combinations whose SAR reading is within 3 dB of the device’s highest SAR value.

### 6.1.2 SAR Limits in the United States and Europe

There are quite a few regulations which are related to SAR limits. For example, in the United States, the Federal Communication Commission (FCC) Rules Part 22H regulates the 824–849 MHz band, Rule 24E regulates the 1850–1910 bands and Rule 15.247 regulates the 2400–2483.5 MHz bands. As a design engineer, it is not necessary to remember all those regulations. All the regulations in the United States and Europe can be boiled down to two values:

- In the United States: less than 1.6 mW/g or 1.6 W/kg, averaged over 1 g.
- In Europe: less than 2.0 mW/g or 2.0 W/kg, averaged over 10 g.

If we recall that 10 mW/g is required to generate 1 °C temperature increase inside a brain or limbs, both limits are well within the safety zone. Judging by the limit value itself, the US limit is only 20% tighter than the European one. However, the European standard calculates the SAR value by averaging over a volume of 10 g instead the 1 g used in the US standard. The larger the average volume is, the lower SAR value is. Thus, the US limit is significantly tighter than its European counterpart.
To give a more intuitive feeling about those two limits, SAR values, averaged over both 1 g and 10 g, of eight phones are listed in Table 6.4. The data are collected from FCC reports [7]. The SAR values averaged over 10 g are collected from the same 3D scanning which generated the maximum SAR values averaged over 1 g. The fourth column is the comparison between two limits. Using the Apple iPhone 3Gs as an example, the American limit is 1.88 times stricter than the European one. Overall, the ratio is around 2 between these two limits.

A comparison of some phones’ SAR values between 1 g and 10 g can be found on the Internet. Those values might be different from values listed in Table 6.4, because they are collected from certification reports filed in different countries. Let’s use a 2G phone as an example. An international 2G phone might support 850 MHz, 900 MHz, 1800 MHz, and 1900 MHz bands. However, different countries support different portions of the overall bands. In the United States, when filing an FCC application, only the averaged SAR over 1 g at 850 MHz and 1900 MHz are required. Similarly, in Europe, only 900 MHz and 1900 MHz are measured for SAR over 10 g. As a phone’s radiating power can be individually adjusted band by band, a comparison between SAR values over bands is not that meaningful.

For devices which have several co-working transmitters, such as GSM and Bluetooth, or GSM and Wireless LAN, the SAR value can be obtained through either a mathematical summation of individual SARs or a measurement with both modules transmitting simultaneously. This detailed information is omitted in the book. Interested readers can refer to related articles [8].

When working on SAR-related issues, one very useful resource is the FCC web site. You can find the SAR reports of all FCC approved phones under the “Equipment Authorization Search” page [7]. As required by the FCC filing process, detailed photos of a phone’s internal circuit are also included in the report. From those photos, it might be possible to tell whether some special SAR reduction techniques have been used in certain phones.

### Table 6.4  Comparison between US and European limits

<table>
<thead>
<tr>
<th>Phone model</th>
<th>SAR Value (mW/g)</th>
<th>SAR 1 g 1.6 mW/g</th>
<th>SAR 10 g 2.0 mW/g</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Averaged over 1 g</td>
<td>Averaged over 10 g</td>
<td></td>
</tr>
<tr>
<td>Apple iPhone 3Gs</td>
<td>1.19</td>
<td>0.79</td>
<td>1.88</td>
</tr>
<tr>
<td>HTC Diamond</td>
<td>1.40</td>
<td>0.78</td>
<td>2.24</td>
</tr>
<tr>
<td>LG CU920 Vu</td>
<td>1.26</td>
<td>0.76</td>
<td>2.07</td>
</tr>
<tr>
<td>Motorola Z9</td>
<td>0.94</td>
<td>0.56</td>
<td>2.10</td>
</tr>
<tr>
<td>Nokia N95</td>
<td>0.64</td>
<td>0.37</td>
<td>2.16</td>
</tr>
<tr>
<td>Nokia N97</td>
<td>1.01</td>
<td>0.74</td>
<td>1.71</td>
</tr>
<tr>
<td>Palm Pre</td>
<td>0.94</td>
<td>0.53</td>
<td>2.22</td>
</tr>
<tr>
<td>Samsung Omnia i910</td>
<td>1.25</td>
<td>0.89</td>
<td>1.76</td>
</tr>
</tbody>
</table>
6.1.3 Controlling SAR

The SAR might be the most dangerous time bomb for any antenna engineer. However, the SAR measurement itself needs to carry some of the blame. As the SAR test equipment is a quite complex system, the expanded uncertainty from the system itself is more than 20%. Which means a phone that has a nice margin of 20% when it is measured in an internal R&D facility might fail when it is measured in an external certificated testing house. To mitigate that risk, most companies adopt an internal SAR limit which is lower than the official one. The internal limits are different from company to company. How much lower the internal limit is depends on a company’s preference and judgment on risks. Of course, a lower internal benchmark only makes it more of a challenge to meet the limit as an antenna engineer.

Besides the measurement uncertainty, the SAR is also sensitive to a phone’s mechanical parts, especially the metal ones. Some of the last minute changes from other disciplines, such as adding extra grounding tabs for electrostatic discharge (ESD) protection, changing the plating technique of the front bezel to improve the production yield, and so on, can all have an impact on the SAR. When those emergencies happen, it might be quite late in a phone’s development cycle, which means more hard work is needed to solve the SAR problem in time.

Before discussing how to control SAR, we need to understand how a phone’s near field energy is distributed. As the whip antenna is disappearing from the phone market, the characteristic of a whip’s SAR is not covered in the book. Only internal antennas and short external stubby antennas are discussed. As shown in Figure 6.8, the SAR distribution on a phone mostly depends on the working frequency bands. At the low bands, such as 850 MHz and 900 MHz bands, the metal structure of a phone is the main radiator. The maximum E-field on a phone normally appears in the middle of the phone. When a phone instead of the antenna on the phone is the main radiator, an antenna’s form factor, whether it is a monopole or a PIFA, has less impact on the SAR value.

At the high bands, such as 1800 MHz, 1900 MHz and up, the peak near-field energy appears in locations which are closer to the antenna. At those bands, an antenna’s form factor plays an important role. A normal PIFA antenna has a directional radiating pattern, which means the ground underneath a PIFA antenna can divert the energy away from a user’s head, thus decreasing the field strength on the opposite side of the antenna.

When a phone is measured on a phantom body, the distance between its surface and the phantom’s surface is a relatively consistent value, so the SAR distribution normally agrees pretty well with the near-field distribution of the phone. For antenna engineers, the body position is not a big concern, as there is no specification for how much the gap between a phone and a phantom should be. We can always decrease a phone’s SAR value at the body position by increasing the gap. For phones with low SAR value, the gap normally chosen is 15 mm.
Unlike a phantom body, a phantom head is a totally different story. According to the standard [3], four positions must be measured on a phantom head. Shown in Figure 6.9 are illustrations of the left ear check position. It is also known as the touch position. Shown in Figure 6.10 are illustrations of the left ear tilt position. Repeating the above two measurements on the right ear, we have total of four combinations.

Use Figure 6.9 as an example, when a phone is correctly placed on a touch position, the phone’s vertical center line should fall into the plane defined by RE (right ear), M (mouth), and LE (left ear) points. The center of the phone’s earpiece should touch the LE point while another point on the front side is also in contact with the cheek of the phantom.

Figure 6.8  Peak energy location on a phone at different bands

Figure 6.9  Front, side and top view of left ear, check/touch position (IEEE [3]) M: mouth; RE: right ear; LE: left ear (Reproduced with permission from IEEE Standard 1528–2003, “IEEE recommended practice for determining the peak spatial-average specific absorption rate (SAR) in the human head from wireless communications devices: measurement techniques,” © 2003, by Institute of Electrical and Electronics Engineers (IEEE).)
As shown in Figure 6.10, while maintaining the contact between the phone and the phantom, then pivoting against the ear, move it outward away from the mouth by an angle of 15 degrees, what we get is the tilt position. In both touch and tilt positions, the ear piece of a phone always touches the phantom ear.

It is obvious that the distance between a phone and the surface of a phantom head is not a consistent value. The distance is one of the two most important factors to control SAR. The further the distance is, the lower the SAR value. The other most important factor is the near-field energy distribution. The actual SAR inside a phantom head is a combining effect of both factors.

To control the SAR is to play with those two factors. An antenna engineer should actively participate from the concept stage, which is the first stage when designing a phone. At the beginning stage of a project, most efforts should be focused on securing a correct location and a decent volume for antenna.

As the requirement of SAR tests, the vertical center line of a phone is in the same plane defined by the LE, M, and RE points. We can extract the contours of a phantom and a phone in the LE-M-RE plane, as shown in Figure 6.11, to study their relative distance.

If an antenna is installed in the top position, there is little gap between the phone and the head in both touch and tilt positions. Whip, stubby, and PIFA antennas can all be used in the top position. From the SAR point of view, the main difference between a PIFA and an internal monopole antenna is the existence of the ground beneath the radiating element. The ground in a PIFA can divert the energy away from the head, however, it can also shrink the antenna’s bandwidth. If you want to put an internal antenna on the top, you have to use a PIFA. If you want to have a smaller antenna, the internal monopole antenna can be used and must be located on the bottom.
If you ever look at those phones with a stubby antenna, you might notice that stubby antennas are normally off-center and are closer to the back side of phones, away from the head. This is a measure to increase the distance, thus decrease the SAR. Another frequently used technique is tilting the stubby antenna, as shown in Figure 6.12. Tilting the stubby antenna has more effect at the high band. At the lower band, the peak of near field energy is located in the middle portion of the phone, which is also the contact point between a phone and a phantom head. Thus, the peak SAR is most likely to appear around the touch point on the phantom cheek. Tilting the antenna has little effect on the energy distribution on the board at the lower band, thus has little impact on the specific SAR.

Increasing a phone’s thickness at the LCD display area is another commonly used technique. The solid line and the dashed line contours, as shown in Figure 6.13, illustrate phones with and without localized thickness increasing respectively. It is obvious that the phone has effectively moved away from the phantom head.

As shown in Figure 6.14, by extruding the navigation key or adding a bumper at the center, a phone can also be effectively shifted away from the phantom head. For a bottom-installed antenna, the lever effect can magnify the small extrusion at the middle to a large separation at the bottom, thus decreasing the SAR more significantly. An extruded feature at the center is not only a useful SAR reduction

Figure 6.11 Putting a phone next to a LE-M-RE curve
measure, but also an important feature from the mechanical point of view. Apart from glass screens used in some high tier phones, most phones have LCD screens which are made of plastic and can easily be scratched. The extruded feature can keep the LCD screen away from the rough surface when the phone is placed face-side down.

For a clam shell phone, the flip angle is a critical parameter which decides the SAR. As shown in Figure 6.15, the larger the flip angle is, the further the lower part of the phone is away from the phantom head. If a phone has a bottom-installed antenna, the relation between the flip angle and the SAR is monotonous. The large angle is always better.

When a clam shell phone has a stubby antenna, the relation between the flip angle and the SAR value is a little more complex. At the low band, the circuit board inside

Figure 6.12  Tilting the stubby antenna

Figure 6.13  Localized thickness increasing
the phone is the main radiator. So when the flip angle is small enough, as shown in Figure 6.16a, the bottom part of the phone is too close to the head and the SAR value starts to increase. On the other hand, if the flip angle is too large, as shown in Figure 6.16b, the antenna itself become too close to the head, which also increases the SAR value. It is obvious that there should be an optimal flip angle in between which can balance the SAR contributions from both the phone body and the antenna radiator.

From some perspectives, slide phones are kind of similar to flip phones, as both of them have moving halves. Some slide phones have top-installed PIFA antennas, and the SAR design consideration of those slide phones is pretty much the same as a single piece candy-bar phone. For some slide phones, the antenna is at the bottom. When an antenna is placed at the bottom, the design team expects the antenna

Figure 6.14 Extruded navigation key or bumper

Figure 6.15 Flip angle on a clam shell phone, bottom antenna
solution to be a space-saving monopole antenna. The only issue here is that a slide phone can make a phone call in both close and open positions. When doing a SAR test, both slide open and close positions must be measured. As shown in Figure 6.17, in the slide close position, a bottom-installed antenna is too close to the head. Unlike a PIFA antenna, the monopole solution does not have a ground to divert the energy away from the head. A frequently used method to decrease SAR in such circumstances is mismatch. When a phone can be used in multiple configurations, most service providers only have a stringent requirement at the primary user configuration, which is the slide open position in this case, but a relative loss specification for other configurations. The antenna can be optimized for the slide open position and purposely mismatched in the slide close position, thus reducing the power radiated toward the head.

Figure 6.16  Flip angle on a clam shell phone, stubby antenna

Figure 6.17  Slide phone
So far all SAR reduction methods we have discussed focus on how to increase the distance between a phone and a phantom head. The other SAR impact factor, which is as important as the distance, is the near-field energy distribution. To some degree, by choosing an antenna solution, say, stubby, PIFA or internal monopole, the near-field energy distribution is also selected. It is obvious that the near-field distribution of a PIFA antenna is better than an internal monopole, and a bottom-installed monopole antenna is better than a top-installed one. However, there are other ways to influence the near-field distribution than merely selecting antenna type.

Figure 6.18 is a demonstration of a SAR reduction technique. Figure 6.18a shows the original device. The antenna used here is an IFA antenna, the length of antenna’s horizontal arm is 35 mm. In Figure 6.18b, an L-shaped SAR reduction feature is implemented, which is located on the opposite side of the ground plane to the antenna. The total length of the L strip is 35 mm, its width is 2 mm, and the distance between the strip and the ground is 2 mm.

The resonant frequency of the IFA is 1.8 GHz. As the dimensions of the IFA and the SAR reduction L strip are similar, it is safe to say the resonant frequency of the L strip is also around 1.8 GHz. Shown in Figure 6.19 are the reflection coefficients of the IFA with or without the SAR reduction feature. It is clear that the variation introduced by the SAR reduction feature is negligible.

Figure 6.20 shows the simulated SAR distribution plots. A flat body phantom is used in the simulation. The simulation liquid is 1800 MHz body fluid. The gap between the ground plane and the phantom is 10 mm. The output power is 0.15 W.
The dashed lines in both Figures 6.20a and b are the contour lines which SAR equals 1.6 W/kg. By introducing the SAR reduction feature, three effects are realized: (1) the peak SAR is decreased; (2) the area of SAR >1.6 W/kg is shrunk; (3) the location of the peak SAR is moved. The reason for SAR reduction in the first two is quite obvious. The third one, altering SAR distribution, is also an important

Figure 6.19  Impact of SAR reduction feature on reflection coefficient

Figure 6.20  SAR distribution of an IFA antenna
technique in decreasing SAR. As has been discussed in the earlier part of the section, when a phone is put next to a phantom head, the distance between the PCB and the head is not a constant. SAR reduction can be achieved even without suppressing the peak energy level on the PCB. By simply shifting the hot spot toward the less critical area on the PCB, where the distance between the PCB and the phantom head is greater, the SAR value can be decreased.

Some other guidelines related to the SAR reduction are listed below:

- As the SAR is a specification only with regards to the highest value which is averaged in a small cubic, the SAR can be decreased by spreading the energy more evenly over the PCB. By doing this, the total radiation toward the phantom head is pretty much the same, however, the SAR value will be lower.
- The location of a feeding point also plays a role on the SAR value. As a qualitative trend, the corner of a PCB is the best location from the point of view of antenna efficiency and bandwidth; however, it also generates a higher SAR value.
- Decreasing the conductive power of the RF transmitter is always the last resort. Nobody likes it, as it deteriorates a phone’s performance and makes the R&D management team looks bad. Most of the time, their superior will only look at the numbers. For them, a 30 dBm power level is always much better than a 29.8 dBm one, although there is only 0.2 dB difference and nobody can tell the difference in the real world. As the SAR values at low, middle, and high channels are normally different, if it is possible, only adjust the power level at the channel which has SAR issues. By doing this, the perception of the phone specification value might look acceptable.

In some phones, there may not be enough space for any extra SAR reduction feature. The SAR reduction can be realized by utilizing existing metal structures. By selecting grounding locations of the metal frame of the LCD panel, the metal phone bezel and other metal objects on the phone, a certain level of SAR reduction can still be achieved.

The SAR measurement is quite a time-consuming process. Even a single channel measurement, which includes an area scan and a fine scan, will take nearly 10 minutes. One way to save time is by using single point measurement. You should be able to move the test probe to the peak SAR location and measure the instant SAR value at the location. Depending on the test equipment and the software version, the actual way to invoke the single point measurement varies. If you have difficulty locating that function, refer to the equipment manufacturer. When you try out different SAR reduction configurations, you actually only need to check out the single point instant SAR value. If that value does not decrease, it means the current configuration does not work. A single point measurement takes at most one minute, so it can give you more time to try out different designs.
When you get some configurations which generate promising value at single point measurements, you need to carry out a full SAR measurement. It is possible that only the location of the peak SAR has shifted and the SAR value has not been decreased. Then you must keep working. If a SAR reduction is really observed, you need to recheck the antenna’s performance to make sure it still works well. Sometimes the SAR reduction is due to the antenna’s performance degradation and that is still not a working solution. After you are sure everything works correctly, you must duplicate the SAR solution on several phone samples and check the consistency of the solution. As an engineer, you should never broadcast the great news until you have done all the tests.

Always keep bear in mind that SAR reduction techniques can only help to some extent. If the SAR value is 20% above the specification, it is appropriate to seek help from SAR reduction techniques. If the SAR value is 100% higher than the specification, the design is totally flawed and it might have to be redesigned from scratch.

6.2 Hearing Aid Compatibility (HAC)

Just as its name implies, hearing aid compatibility (HAC) [9] is a standard related to hearing aids. Most users might have experienced some interference caused by cellular phones. When a cellular phone is put next to a computer’s speaker, there is always some buzz noise out of the speaker before an incoming call rings the phone. Similar phenomena happen when an SMS has arrived. You can also hear this kind of noise when you are having a conversation over a landline phone if in the meantime someone is calling you on your cellular phone.

There is a misconception that what we hear is RF noise. The frequency range of RF signal used in cellular communication starts from several hundreds of megahertz. Nothing can generate an audio wave at that frequency. Even if someone could generate a sound at that frequency, we could not possibly hear it. The frequency of a RF signal is thousands times higher than the upper limit of what our ear can hear. However, the noise we hear is indirectly caused by the RF signal. Before a call is established or an SMS is received, a base station is communicating with a cellular phone through a burst of signaling. A speaker functions as an envelope detector, which can pick up the amplitude variation of the RF signal. The frequency spectrum of the RF signal’s envelope falls within the audible range of our ear, that is the reason why we can hear it.

A hearing aid is much more sensitive than a speaker, and the distance between a phone and a hearing aid is much closer than between a phone and a speaker. So it is no surprise that a phone can cause a hearing aid to malfunction. The purpose of the HAC standard is to set a specification which can guarantee a phone works well with a hearing aid.
If a phone cannot pass SAR, a customer is correct to wonder whether it is wise to buy the phone. For customers without hearing aids, whether a phone passes HAC or not is nothing to do with them. The HAC specification is not a safety-related issue, at least for most customers. However, it is mandatory in the United States that both phone manufacturers and wireless service providers must have a certain percentage of their phone models pass the HAC specification.

### 6.2.1 HAC Measurement

When measuring SAR, it is actually gauging the heating effect due to the conductive loss. The conductive losses are directly related to the electric field, so only the electric field needs to be measured. When talking about HAC, as both the electric field and the magnetic field can interfere with a hearing aid, both fields must be measured.

The HAC measurement capability is generally provided as an extension of a SAR system. For antenna engineers, a HAC measurement relates to two probes: the E-field probe and the H-field probe. It should be no surprise that the E-field probe used in HAC is identical to the one used in SAR. The H-field probe is used for HAC measurement only. Similar to an electric field, a magnetic field is also a vector field and it is composed of three orthogonal components as shown in Equation (6.4):

\[
H = \sqrt{H_x^2 + H_y^2 + H_z^2} \tag{6.4}
\]

Inside an H-field probe, there are actually three individual H-field sensors. Each sensor measures one orthogonal H-field component. As shown in Figure 6.21, there are three metal wire rings inside an H-field probe. The axes of rings are perpendicular to one another. Each ring functions as a magnetic dipole and can detect the H-field.

![H-field probe](image)
along its axis. Of course, Shottky diodes are needed as rectifiers to convert the RF signal to the voltage signal; high impedance lines are also needed to transmit the voltage signal back. Both of them are omitted in Figure 6.21. The E-field probe and the H-field probe provided by the same company normally use the same type of connectors. Thus an H-field probe can be connected to the data acquisition unit used in SAR measurements.

Shown in Figure 6.22 are E-field and H-field probes. Although an H-field probe will never be inserted into tissue liquid during a HAC measurement, it still uses the same sealing package used by the E-field probe. It is quite easy to distinguish an H-field probe from an E-field probe if they are made by the same manufacturer. The dimensions of an H-field probe are normally larger than an E-field probe. One might think it is because a structure made of metal rings is more difficult to miniaturize. If it were the real reason, why couldn’t we make the E-field probe bigger? This way the packages of both probes can be standardized and the logistical burden can be eased a little bit.

The correct answer can be found in most electromagnetic textbooks [10]. The radiation resistance $R$ of a Hertzian (Electric) dipole is given by Equation (6.5). The radiation resistance is a quantitative property which tells how well a device is capable of radiating or receiving signals. The higher the value is, the better the device is.

\[
R_{\text{Electric-Dipole}} = 80\pi^2 \left[ \frac{dl}{\lambda} \right]^2
\]

(6.5)
where \( dl \) is the length of the electric dipole and \( \lambda \) is the wavelength. The radiation resistance \( R \) of a magnetic dipole is given by Equation (6.6):

\[
R_{\text{Magnetic-Dipole}} = \frac{320\pi^4 S^2}{\lambda^4} = \frac{20\pi^6 D^4}{\lambda^4} \tag{6.6}
\]

where \( S \) is the area of the magnetic dipole, \( D \) is the diameter of the ring.

Both Equation (6.5) and Equation (6.6) are valid approximations only when dipoles are electrically small, which means \( dl/\lambda \) or \( D/\lambda \ll 1 \). An electric dipole’s radiation resistance is proportional to \( (dl/\lambda)^2 \) and a magnetic dipole’s is proportional to \( (D/\lambda)^4 \). The radiation resistance of an electric dipole is always higher than a magnetic dipole with the same external dimensions. For example, if the total length of an electric dipole is \( \lambda/20 \), its radiation resistance is 1.97 \( \Omega \). The radiation resistance of a magnetic dipole with a \( \lambda/20 \) diameter is 0.12 \( \Omega \). As both the E-field probe and the H-field probe share the same data acquired unit, it is preferable to minimize the difference between their output voltages. Therefore, the H-field probe is always bigger.

Shown in Figure 6.23 is the required HAC test grid [9,11]. The grid is 50.0 mm by 50.0 mm area that is divided into nine evenly sized blocks or sub-grids. The grid is centered on the audio frequency output speaker of the phone. The measurement plane is 10.0 mm above the phone’s top surface. Unlike a SAR test, which requires a 3D surface scanning, a HAC test only needs a simple 2D scanning. In a real HAC system, measurements are first taken on much finer grids, say, at 2 mm or 5 mm increments. The final \( 3 \times 3 \) grid is then obtained through the average of the raw measurement data.
6.2.2 HAC Specification in the United States

The current HAC specification in the United States is according to ANSI C63.19-2007. The limit value of ANSI 63.19-2007 is the same as ANSI 63.19-2006. The version used before the 2006 one was ANSI C63.19-2001. Shown in Table 6.5 are the specifications of ANSI C63.19-2007. The top half of the table is the specification for devices operating in bands below 960 MHz, and the bottom half is for devices operating above 960 MHz. In each frequency range, there are four categories. An M4 grade device has the lowest RF emission, so it is the best from the RF emission point of view. The Articulation Weighting Factors (AWF) used for the standard transmission protocols is shown in Table 6.6. The AWF is set as 0 dB for almost all protocols except the GSM, whose AWF is −5 dB. Actually the GSM protocol is also a TDMA system, just like EIA-136 and iDEN, however, its repeating frequency is 217 Hz and its fundamental and harmonical components fall within the audible range of human beings (20 Hz~20 kHz). To take this into consideration, a 5 dB penalty was enforced on GSM. The 5 dB is calculated by
\[ 20 \log_{10} \left( \frac{V}{A} \right) \], so when calculated in V/m or A/m, the GSMs limit equals 56% of other standards.

For antenna engineers, the M3 category is what they are aiming for. When designing a GSM phone, the limits for E-field emission are 266.1 V/m and 84.1 V/m for bands below and above 960 MHz respectively. The limits for H-field

<table>
<thead>
<tr>
<th>Category</th>
<th>AWF</th>
<th>E-field emissions</th>
<th>H-field emissions</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1/T1</td>
<td>0</td>
<td>631.0 to 1122.0 V/m</td>
<td>1.91 to 3.39 A/m</td>
</tr>
<tr>
<td></td>
<td>−5</td>
<td>473.2 to 841.4 V/m</td>
<td>1.43 to 2.54 A/m</td>
</tr>
<tr>
<td>M2/T2</td>
<td>0</td>
<td>354.8 to 631.0 V/m</td>
<td>1.07 to 1.91 A/m</td>
</tr>
<tr>
<td></td>
<td>−5</td>
<td>266.1 to 473.2 V/m</td>
<td>0.80 to 1.43 A/m</td>
</tr>
<tr>
<td>M3/T3</td>
<td>0</td>
<td>199.5 to 354.8 V/m</td>
<td>0.60 to 1.07 A/m</td>
</tr>
<tr>
<td></td>
<td>−5</td>
<td>149.6 to 266.1 V/m</td>
<td>0.45 to 0.80 A/m</td>
</tr>
<tr>
<td>M4/T4</td>
<td>0</td>
<td>&lt;199.5 V/m</td>
<td>&lt;0.60 A/m</td>
</tr>
<tr>
<td></td>
<td>−5</td>
<td>&lt;149.6 V/m</td>
<td>&lt;0.45 A/m</td>
</tr>
<tr>
<td>M1/T1</td>
<td>0</td>
<td>199.5 to 354.8 V/m</td>
<td>0.60 to 1.07 A/m</td>
</tr>
<tr>
<td></td>
<td>−5</td>
<td>149.6 to 266.1 V/m</td>
<td>0.45 to 0.80 A/m</td>
</tr>
<tr>
<td>M2/T2</td>
<td>0</td>
<td>112.2 to 199.5 V/m</td>
<td>0.34 to 0.60 A/m</td>
</tr>
<tr>
<td></td>
<td>−5</td>
<td>84.1 to 149.6 V/m</td>
<td>0.25 to 0.45 A/m</td>
</tr>
<tr>
<td>M3/T3</td>
<td>0</td>
<td>63.1 to 112.2 V/m</td>
<td>0.19 to 0.34 A/m</td>
</tr>
<tr>
<td></td>
<td>−5</td>
<td>47.3 to 84.1 V/m</td>
<td>0.14 to 0.25 A/m</td>
</tr>
<tr>
<td>M4/T4</td>
<td>0</td>
<td>&lt;63.1 V/m</td>
<td>&lt;0.19 A/m</td>
</tr>
<tr>
<td></td>
<td>−5</td>
<td>&lt;47.3 V/m</td>
<td>&lt;0.14 A/m</td>
</tr>
</tbody>
</table>
emission are 0.8 A/m and 0.25 A/m. A phone must pass all four limits to get a M3 rating, then it can be labeled as HAC approved. In reality, nobody really works toward a M4 grade. If a phone happens to pass the M4 limit, engineers will be happy with the result.

For CDMA or UMTS phones, the E-field limit is 354.8 V/m and 112.2 V/m respectively. The H-field limit is 1.07 A/m and 0.34 A/m respectively. The discrimination between bands below and above 960 MHz is a relatively new thing. Before the implementation of ANSI 63.19-2006, the limits for all frequency bands were the same, which is identical to what the high band value is today. During that period, hardly any dual-band candy-bar phone, except a few bulky models, could get M3 approval. Phone manufacturers depended on flip phones, slide phones, and so on, to comply with the FCC regulations. For most phones which could not get the HAC approval at that time, the low band is the problem. After many antenna engineers had struggled for thousands of hours, one fine day the HAC Committee made the famous decision: as the technology of the hearing aid has evolved significantly and almost nobody can pass the low band limit, let’s increase the limit by 10 dB. The 10 dB increase equals to a 316% increase in V/m or A/m. This is the unofficial birth story of ANSI 63.19-2006. The official version of the story is that some studies showed that most contemporary hearing aids have more immunity in bands below 960 MHz than above. Then combined with the consideration of different transmitting power levels at different bands, the standard was revised to have the band-dependent limits. I still wonder why, if the lower band limit can be raised by 10 dB, why don’t they lift the high band limit also by 10 dB? Then all antenna engineers can stop worrying about HAC altogether and live happily ever after.

As shown in Figure 6.24, the measurement grid defined in C63.19 consists of nine evenly sized blocks, which are used to define permissible exclusion areas. For both E-field and H-field measurements three contiguous blocks may be excluded from the measurements except for the center block that may never be excluded. Both exclusion examples shown in Figure 6.24 are permissible. There must be four blocks left that are common to both E-field and H-field measurements, so a maximum of five different blocks can be excluded (e.g., three blocks excluded from the E-field and two blocks from the H-field).

<table>
<thead>
<tr>
<th>Standard</th>
<th>Technology</th>
<th>AWF (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TIA/EIA/IS-2000</td>
<td>CDMA</td>
<td>0</td>
</tr>
<tr>
<td>TIA/EIA-136</td>
<td>TDMA (50 Hz)</td>
<td>0</td>
</tr>
<tr>
<td>J-STD-007</td>
<td>GSM (217 Hz)</td>
<td>−5</td>
</tr>
<tr>
<td>T1/T1P1/3GPP</td>
<td>UMTS (WCDMA)</td>
<td>0</td>
</tr>
<tr>
<td>iDEN</td>
<td>TDMA (22 Hz and 11 Hz)</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 6.6 Articulation Weighting Factor (AWF)
Shown in Figure 6.25 is the measurement result of a sample phone. In the E-field plot, three highest continuous blocks at the bottom-left corner are excluded. The exclusion does not help too much in this case, as the center block, which can never be excluded, has the strongest field distribution among all blocks. In the H-field plot, three blocks along the bottom edge are excluded. As the bottom-left block has the highest value, the exclusion of that block is actually helping the overall rating.

Most techniques used in SAR reduction can also be used in HAC reduction. However, the HAC is even trickier to work with. As the distribution of the E-field and the H-field are not correlated, if one field is suppressed, that might lead the other field to rise. Based on the rule of exclusion, shifting the peak away from the center block always helps.

So far we have focused on the RF emission part of ANSI C63.19-2007. This is the part which is directly related to antenna engineers. However, the scope of ANSI C63.19-2007 is much wider than that. As an engineer, it is always good to know the

![Exclusion block placement](image)

**Figure 6.24** Exclusion block placement

![Measurement result of a sample phone](image)

**Figure 6.25** Measurement result of a sample phone (@ CDMA 850, Channel 384)
whole picture. The standard was developed in cooperation with three main parties, representatives of organizations representing people with hearing loss, hearing aid manufacturers, and the digital wireless telephone industry. It regulates both hearing aids and cell phones. The overall frame of the standard can be simplified as follows:

- **Wireless device**
  - RF Emission/Category Test (directly antenna-related)
  - T-Coil Mode/Category Test.

- **Hearing aid**
  - RF Immunity/Category Test
  - T-Coil Immunity/Category Test.

Corresponding to the RF emission test for cellular phones, there is a RF immunity test for hearing aids. The RF immunity test evaluates how well a hearing aid can sustain RF emission. The ANSI C63.19-2007 limits for hearing aid are shown in Table 6.7. The hearing aid immunity is measured by using continuous wave (CW) and it is not frequency dependent. Similar to RF emission categories, the M4 grade is also the best one, which means a hearing aid can sustain the strongest RF emission.

To determine the compatibility of a phone and a particular hearing aid, simply add the numerical part of the hearing aid category with the numerical part of the phone emission rating to arrive at the system classification for this particular combination of phone and hearing aid. A total of 4 would indicate that the combination is usable; a total of 5 would indicate that the combination would provide normal use; and a total of 6 or greater would indicate that the combination would provide excellent performance. A category total of less than 4 would likely result in a performance that is judged unacceptable by the hearing aid user. In theory, the user experience of a combination of a M2 phone and a M3 hearing aid is similar to a M3 phone and a M2 hearing aid.

In ANSI C63.19-2007, there are contents about the T-coil in both the wireless device and hearing aid parts. For a phone, which must obtain HAC approval, the T-coil portion of the standard is not mandatory. The microphone inside any hearing

<table>
<thead>
<tr>
<th>Category</th>
<th>Near field E-field emissions (CW)</th>
<th>H-field emissions (CW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Category M1/T1</td>
<td>31.6 to 56.2 V/m</td>
<td>0.071 to 0.126 A/m</td>
</tr>
<tr>
<td>Category M2/T2</td>
<td>56.2 to 100.0 V/m</td>
<td>0.126 to 0.224 A/m</td>
</tr>
<tr>
<td>Category M3/T3</td>
<td>100.0 to 177.8 V/m</td>
<td>0.224 to 0.398 A/m</td>
</tr>
<tr>
<td>Category M4/T4</td>
<td>&gt; 177.8 V/m</td>
<td>&gt; 0.398 A/m</td>
</tr>
</tbody>
</table>

*Note: Hearing aid must maintain <55 dB IRIL interference level and <6 dB gain compression.*
aid can pick up the audio wave transmitted by a phone’s speaker and then amplify it to a level which the user can hear it clearly. This coupling path is called acoustic passage. For phones and hearing aids equipped with T-coils, there exists another passage. T-coil, also known as “Tele-Coil,” was originally developed to support hearing aid use with landline telephone handsets that employ a magnetic earpiece transducer (such as those made in the mid-1980s). Later landline phones began to use piezo-electric transducers that did not generate a magnetic field. Consequently, some landline phones and some cellular phones include a special inductor, which is also called T-coil, specifically intended to generate a strong audio-band magnetic field for T-coils in hearing aids. Hearing aids equipped with a T-coil can be configured by the user to disable the microphone and instead reproduce audio that is magnetically coupled to the T-coil.

If a phone is equipped with a T-coil, then the RF emission test might have to be repeated. For the T-Coil mode M-rating assessment, determine if the T-coil is contained in an included sub-grid of the first scan, for both E-fields and H-fields. If so, then a second scan is not necessary. The first scan and resultant category rating may be used for the T-Coil mode M rating. Otherwise, the test must be repeated with the 50 mm×50 mm grid shifted so that it is centered on the axial measurement point of the T-coil. The lowest category obtained in the first or the repeated tests for either E-field or H-field determines the M category assessment.

Shown in Figure 6.26 is the probe for T-coil measurements. The probe is used to measure the audio-band magnetic field. Unlike the RF E-field or H-field probes, a T-coil probe can only measure one component of the vector magnetic field at a time. Therefore the test must be repeated three times along three orthogonal axes. Detailed procedures of T-coil measurements are omitted in the book, more information can be found in ANSI C63.19-2006 [9].

Unlike SAR standards, a phone can still be sold in the United States even without a HAC certificate. The HAC regulation requests a certain percentage of all phone models sold in the United States by any device manufacturer or any wireless service

---

Figure 6.26  Probe for T-coil measurements (Reproduced with permission from IndexSAR Ltd.)
provider are HAC certified [12]. The keyword here is “phone models.” In theory, a company can comply with the HAC regulation if only 1% of their phones have been HAC certified, as long as their model counts are more than the requirement.

6.3 Electromagnetic Compatibility (EMC)

Any phone model sold in the USA must pass the FCC EMC test. The EMC measurements are specified by requirements listed in FCC rules Parts 2, 22, and 24 of Title 47 of the Code of Federal Regulations [13, 14, 15, 16]. For mobile phones, the EMC test is not a challenge at all. As most phones can pass them without a hitch, this topic is only touched upon in this book. However, for laptops and other devices with high speed CPUs, passing the EMC requirement can be a challenge.

- **RF power output**
  In an FCC report, both the conducted and radiated RF power are measured. However, only the radiated power needs to comply with the FCC limit. Based on FCC 24.232 (b) (c), mobile/portable stations are limited to 2 Watts effective isotropic radiated power (EIRP). For mobile phones, this limit is not a problem at all. If a phone has a 2 Watts EIRP, it will most likely have failed the SAR test already. The EIRP value given in an FCC report is measured in an EMC chamber, which is not as accurate as an antenna anechoic chamber. There might be a difference of several dB between EIRP values measured by an EMC chamber and an antenna chamber. Don’t panic, this is normal and the value measured by the antenna chamber is more credible.

- **Occupied bandwidth/emission bandwidth**
  Based on FCC 2.1049, for transmitters employing digital modulation techniques, the occupied bandwidth, that is the frequency bandwidth such as that below its lower and above its upper frequency limits, and the mean powers radiated are each equal to 0.5% of the total mean power radiated by a given emission will be measured when modulated by an input signal, such that its amplitude and symbol rate represent the maximum rated conditions under which the equipment will be operated.
  This test is a conductive test. The purpose of this test is to ensure a working device will not interfere with other devices operating in adjacent channels.

- **Frequency stability**
  This test is also a conductive test. It measures a device’s frequency stability under different temperatures and battery voltages. The purpose of this test is to ensure that the fundamental emission stays within the authorized frequency block.

- **Conducted spurious emissions**
  Based on FCC 2.1051, the radio frequency voltage or power generated within the equipment and appearing on a spurious frequency will be checked at the equipment output terminals when properly loaded with a suitable artificial antenna. Curves or equivalent data will show the magnitude of each harmonic and other spurious
emission that can be detected when the equipment is operated under the conditions specified in FCC 2.1049 as appropriate. The magnitude of spurious emissions which are attenuated more than 20 dB below the permissible value need not be specified.

Depending on frequency bands, FCC 22.917 and FCC 24.238 set the limitations respectively. The power of any emission outside of the authorized operating frequency ranges must be attenuated below the transmitting power (P) by a factor of at least $43 + 10 \log(P)$ dB. The purpose of this test is to ensure a device will not interfere with other devices working in the frequency spectrum between 30 MHz to 18 GHz.

- Radiated spurious emissions

Based on FCC 2.1053, measurements will be made to detect spurious emissions that may be radiated directly from the device under normal conditions of operation. Curves or equivalent data will be supplied showing the magnitude of each harmonic and other spurious emission.

The test is carried out by a spectrum analyzer and/or a EMC/EMI receiver. The measured frequency range is from 30 MHz to 18 GHz. A high speed clock bus, leakage from the local oscillator, and so on, are all possible root causes of EMC issues. If the signal path of a device is well shielded, it can pass the conducted spurious emissions test but fail the radiated one. The solution to radiated spurious emissions is shielding. By confining noise sources in equivalent “Faraday cages,” the problem can be solved.

- AC power line conducted emissions

For equipment that is designed to be connected to the public utility (AC) power line, the radio frequency voltage that is conducted back onto the AC power line on any frequency or frequencies within the band 150 kHz to 30 MHz will not exceed the limits. If a device fails the AC conducted emissions test, the easiest solution is to add a ferrite choke on the connection cable. If you look around your office, you can find “bumps,” which is the nickname for choke, all over the place. They are on power cords, USB cables, and monitor VGA/DVI cables.
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Appendix: User Manual for ZJ_Antenna_Matching Software

ZJ_Matching is an antenna matching network optimization tool. It is an installation-free software. Just download and unzip the file and run the ZJ_Antenna_Matching.exe. There is another strip-down version, ZJ_Matching_Mini, which fits into a 640 × 480 pixels monitor and can be used on a Windows® based Vector Network Analyzer.

The software can be used to design a matching network for an antenna which can have up to two different scenarios, for example:

- To design a matching network for a whip-stubby antenna which has two positions: extended and retracted.
- To design an antenna matching network that gives a balanced performance between the free space and the talking position.

To design a matching network for a cell phone antenna, many commercial software packages, such as Agilent ADS®, Microwave Office®, and so on, can be used. When I was working for the industry as an antenna engineer, I did feel, although those commercial codes were very powerful, they were not very efficient and were a kind of overkill when used in an antenna matching network designing, which normally uses less than four components. Thus I decided to write this software in my spare time. The first version was written in 2003 and I have been modifying it since then. After I made my career U-turn in 2007, the software can now be released to public.
This is freeware, so you can use and distribute it as you wish. But I am not responsible for any consequences of using this software. Have fun!

• **File lists:**
  There are seven files in the package:

  ![File list](image)

  **Figure A.1** File list

  The values of C_value.txt and L_value.txt files are capacitor and inductor values used in the software. These values are good enough for most applications. But both files can be edited according to capacitors and inductors available to you.

• **Current supported data format:**
  1. TOUCHSTN.S1P
  2. TOUCHSTN.S2P (only the first port can be seen)
  3. TOUCHSTN.SNP (only the first port can be seen)
  4. CITIFILE (only the basic single segment format).

• **Version History:**

<table>
<thead>
<tr>
<th>Version</th>
<th>Date</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.4.1</td>
<td>1 Sept 2007</td>
<td>First public release</td>
</tr>
<tr>
<td>1.0</td>
<td>20 Feb. 2003</td>
<td>Initial version</td>
</tr>
</tbody>
</table>
1. You need to load at least one antenna data file to use the software. Two sample files, externed.s1p and retracted.s1p, are included in the software package. You can use them for practice.
   a. When the software starts, only the top “load file” button is accessible.
   b. After you load the first file, the second “load file” button will be accessible. Loading the second data file is optional. If you have two scenarios, you can load the second one. When you are optimizing an antenna, both antenna scenarios share the same matching network, so you can check out the antenna response of both scenarios simultaneously. When you load two data files, both of them MUST have identical frequency span and data points. Otherwise the software will reject the second file.

2. After loading a file, the software reports some information. If you cannot see the following information, it means the data format is not compatible.
   a. The software indicates what data format the loaded file is. The software currently only supports TOUCHSTN and CITIFILE formats.
b. The software also indicates the minimum frequency and maximum frequency of the loaded file.

c. The plot on the Smith Chart should be same as what you saw on your network analyzer, otherwise it is most likely because you have saved the file as unformatted data which does not includes the port extension you have made. Read the user manual shipped with your VNA and save the data file as formatted data.

d. VSWR or return loss data should also be same as what you saw on your network analyzer.

3. There are some settings you can change.
   a. You can highlight up to two interested bands. The band-I will be marked by a blue color on both the Smith Chart and the VSWR/Return Loss plots. The band-II will be marked by a green color.
   b. You can switch the display format between VSWR and Return Loss.

Figure A.3  Screenshot 3
c. The red circle in the Smith Chart is the VSWR 2:1 circle.
d. In the VSWR/Return Loss plot, the grid is 100 MHz each grid along the x-axis. Along the y-axis, the unit of VSWR plot is 1/grid and that of the Return Loss plot is 5 dB/grid.

4. You can modify the matching network to simulate the response in the Smith Chart, the VSWR or the Return Loss format.
a. If looking from antenna side, the top one is the first component. You can add up to four matching components. Each component can be series inductor (Serial L), shunt inductor (Shunt L), series capacitor (Serial C), or shunt capacitor (Shunt C). The unit for capacitor is pF and for inductor is nH.
b. You can use pull-down menus to adjust the matching component value. If you cannot find the value you need, modify C_value.txt and L_value.txt files.

![Figure A.4 Screenshot 4](image-url)
according to capacitors and inductors available to you. Restart the software with a valid modification.

c. The black line inside the graphic area is the original antenna response without the matching network. The blue line is the response of the matched antenna.

Figure A.5  Screenshot 5

5. The software also supports tolerance analysis. Either BAND I or II has to be selected before tolerance analysis can be done. The tolerance analysis shows the worst case that might happen.
   a. You can use pull-down menus to adjust the component tolerance from 0% to 20%.
   b. The tolerance result is only shown in VSWR or Return Loss plots.
Figure A.6  Screenshot 6
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    folded, 8, 165–70  
    IFA, 144–7  
    L shape, 142–3  
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    PIFA, 6, 147–65
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limits, 230
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manufacturing
flex, 128–31
folded, 169–70
measurement, see production measurement
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retractable, 125, 131
stubby, 102, 117, 128

matching, 20–58
bandwidth consideration, 35–43
dual band, 43–8
reconfigurable, 48–57
single band, 23–43
tolerance consideration, 42–3

meander line antenna, 125–8
measurement
bench, 189–207
chamber active, 215–23
chamber passive, 207–15
fixture, 195–200
OTA, 215–23
port extension, 206–7
production, see production measurement

monopole antenna
folded, see internal antenna
helical, see also stubby antenna

near-horizon partial isotropic sensitivity, 222
near-horizon partial radiated power, 218
NHPIS, 222
NHPRP, 218

OTA measurement, 215–23
Over the Air Performance Testing, 215–23

parasitic element, 160
pass/fail limits, 230
passive measurement, 207–15
path loss, 59
phantom, 242–3
phantom head, 243
pigtail, see also measurement
port extension, see measurement/port extension

probe
E-field, 244
H-field, 260
production measurement
active, 235–6
correlation, 230–2
S11 passive, 227
S21 passive, 228
prototype, see measurement/fixture
reflection coefficient, 8, 21, 191
retractable antenna, 5, 115–25
return loss, 9

SAM head, 243
SAR, 239–59
SAR reduction, 249–59
Satimo chamber, 212–3
self-jamming, 224
sensitivity, see also EIS or TIS
sensitivity degradation, 223–6
SMA connector, 197
Smith chart, 20–24
specific absorption rate, 239–59
spectrum, 15–17
stubby antenna
meander line, 125–31
mutli-band, 81–105
overview, 59
single band, 61–81
ultra-wide band, 105–17
surface scan, 246
switch connector, 199

T-coil, 267
TEM cell, 235
TIS, 220–223
total isotropic sensitivity, 220–223
total radiated power, 216–20
TRP, 216–20

Voltage Standing Wave Ratio, see
VSWR
volume scan, 246
VSWR, 10, 191

whip antenna, see also retractable antenna